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of independent intelligent systems to
cooperate in solving problems that
require their combined abilities.

Among the workshop’s principal
topics of interest were (1) architec-
tures and frameworks for combining
and integrating independent intelli-
gent systems to enable them collec-
tively to solve more complex problems,
(2) knowledge-level analyses of the
components that belong to such
cooperative systems, (3) formalisms
and frameworks for representing an
agent’s individual knowledge as well
as the knowledge it uses for integra-

■  Recent attempts to develop larger and more
complex knowledge-based systems have
revealed the shortcomings and problems of
centralized, single-agent architectures and
have acted as a springboard for research in
distributed AI (DAI). Although initial
research efforts in DAI concentrated on
issues relating to homogeneous systems
(that is, systems using agents of a similar
type or with similar knowledge), there is
now increasing interest in systems com-
prised of heterogeneous components. The
workshop on cooperation among heteroge-
neous intelligent agents, held July 15
during the 1991 National Conference on
Artificial Intelligence, was organized by
Evangelos Simoudis, Mark Adler, Michael
Huhns, and Edmund Durfee. It was
designed to bring together researchers and
practitioners who are studying how to
enable a heterogeneous collection of inde-
pendent intelligent systems to cooperate in
solving problems that require their com-
bined abilities.
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and Edmund Durfee. It was designed
to bring together researchers and
practitioners who are studying how
to enable a heterogeneous collection

cooperation, negotiation, architec-
tures, and applications. Each session
consisted of two papers, each of
which was allotted 25 minutes for
presentation, and a 25-minute dis-
cussion that was led by a member of
the organizing committee. This
format was adopted because the orga-
nizers believed that the single day
that was allocated to the workshop
was conducive to in-depth presenta-
tion of a small number of papers that
would lead to issue-oriented discus-
sions. The sections in this article
bring forward points that were made
during the workshop’s four sessions.

Defining Agent 
Heterogeneity

One of the goals of the workshop was
to define what was meant by agent
heterogeneity. We summarize the
group’s collective contributions to
this definition by saying that agent
heterogeneity is exhibited in one or
more of the following four topics: (1)
problem space, (2) knowledge, (3)
implementation philosophy, and (4)
agent interaction.

Problem space: A DAI system can
be classified as a distributed problem
solving or multiagent system. The dif-
ference is one of approach. Distribut-
ed problem solvers appropriately
divide the work required to solve a
problem among a set of cooperating
agents, that is, a kind of divide-and-
conquer approach. Multiagent sys-
tems coordinate a number of agents
(goals, knowledge, plans, and so on)
to solve problems, that is, an emer-
gent system where the whole is
greater than the parts. Each approach
has something different to say about
how the task is decomposed into
individual agents, whether driven
from the top down as in distributed
problem-solving systems or combined
from the bottom up as in multiagent
systems.

Knowledge: Heterogeneous agents
can differ in their content, represen-
tation, and use of available knowl-
edge. For example, agents could
represent the same knowledge differ-
ently to optimize their particular use
of it, or agents could obtain knowl-
edge from different sources and
introduce information conflicts.

Implementation philosophy: A
DAI system can use as agents a col-
lection of existing knowledge-based
systems that have been developed
under a variety of implementation
philosophies. Each agent can use a
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tion, (4) identification of the types of
cooperation and negotiation that
can occur among heterogeneous
agents and their implications, (5)
descriptions of existing cooperative
intelligent systems and experiences
in using these systems, and (6) com-
puter environments that facilitate
cooperation among human problem
solvers of diverse abilities.

Although papers were not received
on every topic of interest, the quality
of the submitted work was high.
Fifty submissions were received, and
43 contributors were invited to the
workshop. The workshop had four
sessions that covered the topics of
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different internal architecture; this
approach has ramifications for the
types of agent models that need to be
created by the other agents to enable
agent cooperation. In particular, rep-
resentations must be agreed on
(either before invocation or as a
result of run-time negotiation) that
would allow agents to share knowl-
edge, partial conclusions, and other
important data. Methods must also
be created for agents to assimilate
this knowledge into their normal
mode of processing.

Agent interaction: Given that the
coordination among heterogeneous
agents is potentially less restricted
than with previous systems, more
emphasis must be placed on negotia-
tion and communication among
agents, allowing them to work out
for themselves the modes of interac-
tion they can achieve.

Cooperation
Cooperation was defined in three ways
in the workshop’s papers: (1) agents
(systems) that have been placed
under a framework because they can
perform problem solving in a
common domain, (2) agents working
together to improve their individual
performance, and (3) agents working
together to improve the collective
performance of the system to which
they belong.

Generally speaking, one can classi-
fy the systems that achieve the first
two types of cooperation as multia-
gent systems, whereas distributed
problem-solving systems are more
likely to use the third type of cooper-
ation. It would appear that as one
moves from the first to the third type
of cooperation, the level of hetero-
geneity in the systems decreases. If
an agent determines that it needs to
cooperate with one or more of the
other agents in the framework, then
it might be necessary for the agent to
possess and employ a model of the
behavior of each agent that it wants
to communicate with. This type of
modeling can lead to more homoge-
neous systems. Alternatively, some
overseeing agent might be required
to translate communications among
such agents, preserving their hetero-
geneous nature but requiring the
overseer to be knowledgeable about
all the agents in the system, which
hinders the ease of agent integration
and the portability.

Near-term solutions for achieving
cooperation among heterogeneous

agents involve retroactively fitting
expert systems under a particular
framework (this type of fitting can be
hard wired; alternatively, one can
create a special type of agent that is
able to act as a broker to each of the
existing agents that need to partici-
pate in the DAI system) and requir-
ing each agent to understand global
messages and information, typically
in a blackboard architecture, so it can
cooperate with other agents.

share insights on the viability of the
proposals.

Fourth, agents perform all neces-
sary exchanges directly.

Fifth, agents negotiate and con-
verge on decisions by making deals
under various types of pressure.

Sixth, agents converge on deci-
sions by making deals using proba-
bilistic methods.

Negotiation
Given the heterogeneity among
agents, it is expected that the knowl-
edge that is contained in each agent
might be incomplete, and goals of
the agents might be conflicting. To
resolve their conflicts and exchange
pieces of information, such as partial
conclusions and updated facts,
agents must negotiate their process-
ing. Research on negotiation has
revealed the following general
attributes and principles:

First, negotiation involves a small
set of agents.

Second, negotiation involves, at a
minimum, the following protocol
actions: propose, evaluate, revise,
and accept.

Third, under certain architectures,
conflict-resolution knowledge has
been encoded in a special negotiator
agent. This approach was followed in
work by K. Sycara on PERSUADER, M.
Klein in conflict resolution, K. Werk-
man on the distributed fabricator
interpreter, and W. Robinson on OZ

(in this session).
Fourth, negotiation requires a

common language in which the
negotiations can be couched.

Fifth, negotiation requires a
common framework—an abstraction
of the solution—to which the partici-
pants contribute.

Sixth, negotiation can require
models of other agents and a unified
negotiation protocol, as defined in
work by J. Rosenschein.

The papers accepted on this topic
fell into three categories. The first
category included papers that dis-
cussed general models of negotiation
in DAI environments. Both of the
papers presented in this session were
from this category. The papers in the
second category described means of
negotiation to be used during plan-
ning. Planning is important in
achieving high degrees of coordina-
tion among agents. The third catego-
ry consisted of papers that described
models of negotiation that were used
in specialized architectures and sytems.
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The following strategies for coop-
eration, ordered from centralized
control strategies to more distributed
approaches, were proposed in the
papers of this topic group:

First, the system designer hard
wires the translation of information
and knowledge that is exchanged
among the agents and directs all the
necessary traffic.

Second, a globally accessible data
structure provides information to
agents, which, in turn, are able to
perform the necessary translations
and deal with the generated traffic.
“Design of Organizations in Dis-
tributed Decision Systems” by F. Far-
hoodi, J. Proffitt, P. Woodman, and
A. Tunnicliffe described the system
CADDIE that employs this approach in
the area of command and control.
The paper was concerned with the
efficient and practical representation
and the use of knowledge about
organizations in distributed decision
systems.

Third, a globally accessible data
structure exists that contains only
universally understandable informa-
tion and knowledge. “Multi-Agent
Proposal Generation and Compro-
mise in Cooperative” by S. Lander, V.
Lesser, and M. Connell proposed a
model, CEPS (cooperating expert
problem solving), that follows this
approach. The CEPS framework pro-
vides mechanisms to enable appro-
priate interaction, allowing agents to
react to each other’s proposals and



Two papers were presented in this
session: “A Decision-Theoretic Per-
spective of Multiagent Requirements
Negotiation” by W. Robinson and
“Cooperation of Heterogeneous
Agents through the Formation of
Shared Mental Models” by K. Sycara
and C. M. Lewis. Robinson’s paper
described work to automate coopera-
tive requirement engineering. This
work is based on a model, MPSD (mul-
tiple-perspective specification
model), that captures individual
requirements. Specifications are gen-
erated from these requirements and
integrated through an automated
negotiation process. Resolutions
based on analytic compromise,
heuristic dissolution, and heuristic
compensation are automatically 
generated.

The work of Sycara and her col-
leagues focuses on fusing expertise,
where each individual agent has deep
knowledge in its specialty area but
only limited understanding of other
domains. Furthermore, each agent
might not know what the others
need to know. This paper presented
characteristics of shared mental
models and their use in cooperative
problem solving.

Architectures

Even though the predominant archi-
tecture for DAI systems is blackboard
based, a number of different archi-
tectures for achieving cooperation
among heterogeneous agents were
proposed by the workshop’s partici-
pants. A number of these architec-
tures were domain and task specific.
A central theme in the task-specific
architectures was their support of
communication among the member
agents. “What Architecture for Com-
munications among Computational
Agents?” by T. Bouron presented an
analysis of different communication
approaches in the context of compu-
tational agents and described the
COMMAS architecture. COMMAS was
designed to study issues of commu-
nication among multiagent systems.
The model is based on the theory of
speech acts. It defines communica-
tions as actions on goals and beliefs
of agents. COMMAS introduces specific
knowledge structures for action,
commitment, and dialogue. Finally,
it includes heuristics that enable an
agent to decide the information and
knowledge it should communicate to
the other member agents.

A central problem for organiza-
tions that possess and utilize a vari-
ety of heterogeneous expert systems
to accomplish a particular task is the
integration of these systems into a
framework that allows cooperation
among the systems. The various con-
straints that exist in most real-life
settings necessitate the development
of domain-specific architectures. In
“Heterogeneous Knowledge-Based
Systems and Situational Awareness,”
D. Rochowiak and L. Interrante pre-
sented one such architecture for the
domain of air-traffic control. This
architecture, a blackboard-based vari-
ant, includes a superagent with situa-
tional awareness, which facilitates
cooperation. The paper also exam-
ined the characteristics of the agents
that participate in this architecture
from three dimensions: representa-
tion, function, and domain. Finally,
it investigated how the capabilities of
the agents are affected by variations
along these three dimensions.

Applications
The last session included papers
describing implemented, task-specific
frameworks that combine and con-
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trol a variety of existing knowledge-
based systems. “A Control Architec-
ture for Run-Time Method Selection”
by A. Goel presented a method for
controlling a collection of agents, all
of which have knowledge from the
same domain, but each of which uses
a different problem-solving method,
for example, model-based reasoning
and case-based reasoning. Control in
this type of system presents different
challenges than blackboard-based
control. The author proposed an
architecture for selecting reasoning
methods while a problem is being
solved. The various problem-solving
methods are organized into a
memory by the tasks to which they
apply.

A major problem when integrating
autonomous, heterogeneous knowl-
edge-based systems with the require-
ment that these systems perform
cooperative problem solving is the
definition of an appropriate commu-
nication language to be used among
them. Researchers at Stanford Uni-
versity are working on two such lan-
guages, KIF and ONTOLINGUA. B. Buteau
in “A Knowledge-Exchange Language
for Heterogeneous Systems” present-
ed a third such effort, KXL, for the
domain of military threat assessment
and warning. KXL was specifically
designed for the exchange of objects
and relations among the participat-
ing agents.

Conclusions
Most theoretical progress in DAI, as
reported in the workshop, continues
to be in the domains of the homoge-
neous agent (despite the workshop
title), that is, domains where agents
share the same structure although
they might differ in point of view or
in the knowledge they contain. In
particular, the majority of the sys-
tems and architectures that came
from industry looked remarkably
similar, with a centralized single-level
organization of agents built around a
powerful controller agent. It appears
that this architecture is the simplest
to implement and also best fits the
industrial problems currently deemed
suitable for DAI.

Unfortunately, the systems described
in the submitted papers were mostly
in prototype stages with uncertain
futures. Conspicuously absent in the
papers were validations and evalua-
tions of the systems in real settings,
especially as compared with more
homogeneous agent systems. This

sort of work will be especially impor-
tant if the future of DAI systems is to
remain bright.

Finally, it is clear from the diversi-
ty of the papers and the participants
that the area of heterogeneous agents
and DAI is still looking for clear defi-
nitions, typically difficult to find in
an area such as AI. More importantly,
the motivations of the different
groups at the conference revealed
two different thrusts. Those interest-
ed in building bigger and better
knowledge-based systems were busy
experimenting with various tech-
niques that might help the system-
building and problem-solving
processes. Others were clearly more
interested in analyzing the advan-
tages of a particular technique (com-
munication, control, negotiation) for
pushing the theory side of DAI for-
ward. A merging of these two thrusts
or even a merging of different fac-
tions within each thrust must come
for more rapid progress to be made.

For more information on the work-
shop, contact Evangelos Simoudis,
Lockheed AI Center, 3251 Hanover
Street, Palo Alto, CA 94304, <simoud-
is@titan.rdd.lmsc.lockheed.com>.
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