The field of knowledge engineering has been one of the most visible successes of AI to date. Knowledge acquisition is the main bottleneck in the knowledge engineer’s work. Machine-learning tools have contributed positively to the process of trying to eliminate or open up this bottleneck, but how do we know whether the field is progressing? How can we determine the progress made in any of its branches? How can we be sure of an advance and take advantage of it?

This article proposes a benchmark as a classificatory, comparative, and metric criterion for machine-learning tools. The benchmark centers on the knowledge engineering viewpoint, covering some of the characteristics the knowledge engineer wants to find in a machine-learning tool. The proposed model has been applied to a set of machine-learning tools, comparing expected and obtained results. Experimentation validated the model and led to interesting results.

Learning from examples is currently one of the most active AI research areas (Bratko and Lavrac 1987; Muñoz 1991). Basically, it is important because the results contribute positively to eliminating the bottleneck that knowledge acquisition constitutes in expert system building. As a result, there is a good collection of machine-learning tools for use in knowledge acquisition (Núñez 1991; Wielinga et al. 1990; Bratko and Lavrac 1987). This proliferation of learning projects and, therefore, of techniques and tools has led to even more interest in comparative studies of such techniques and tools (Kodratoff and Michalski 1990).

This article focuses on a comparative study of how well machine-learning tools deal with ordinal, numeric, and structured attributes as well as cost. It elaborates the metrics to be applied to machine-learning tools, the introduction of these metrics into a model (a benchmark) for application, and concentration on the knowledge engineer as the user of the proposed model.

The main concepts used throughout this article are briefly explained in the next section. Then, a view of different comparative studies is given. Subsequently, the benchmark and some experiments with it are presented. Finally, the conclusions reached are summarized, and some future research directions are given.

Concepts

The development of expert systems, that is, programs that are skillful in a particular application domain, emphasized the importance of large stores of domain-specific knowledge (called knowledge bases) as a basis for high performance. Assembling and modifying the required knowledge base is a complex process that requires much expertise and careful maintenance.

A key element of this process is the transfer of expertise from a human expert to the program, that is, the task of knowledge acquisition. Because the expert generally knows little about programming, this process usually requires the mediation of a person called a knowledge engineer. However, this transfer of knowledge through the knowledge engineer is somewhat problematic. First, the knowledge engineer is not an expert in the specific application domain. Second, because most of the expert knowledge is heuristic and experimental, the expert is not capable of conveying it directly to the knowledge engineer. The field that studies these problems and their possible solutions is called knowledge engineering.
Once the software product (for example, an expert system) has been built, it needs to be tested. A benchmark can be defined (Alonso et al. 1990) as a technique to evaluate and select software that has already been developed, that is, a software product. Benchmarks are a mixture of jobs, activities, or tasks that are processed by the software to be compared. Three main components are associated with a benchmark (Hayes-Roth 1989): (1) the things or characteristics that the user wants to know about when using the benchmark (target characteristics), (2) the tasks to be performed by the target software (benchmark suite), and (3) the way in which results are analyzed (analysis functions). Figure 1 shows the combination of these three elements.

Figure 1 shows how a system performs a set of tasks as specified by a benchmark suite. These tasks have been defined taking into account the characteristics previously pointed out. The results are then analyzed in the way specified by the benchmark analysis functions. Typically, two (or more) alternative systems, S1 and S2, are subjected to the same experiment to arrive at results, M1 and M2, respectively. Generally, S1 is preferred to S2 if M1 surpasses M2.

Machine learning is a general term denoting the way in which computers increase their knowledge and improve their skills. The field of machine learning studies computational methods for acquiring new knowledge, new skills, and new ways to organize existing knowledge. Machine learning from examples is a specific area of machine learning and can be defined as follows:

Given a collection of examples that represent a set of concepts to be learned, find a generic description of these concepts for differentiation (Muñoz 1991, p. 58).

Building a benchmark for machine-learning tools involves splitting the benchmark suite into two sets. The first one is the learning set. It contains the initial examples that are given to the tools for learning purposes. The second one is the test set and contains the examples used for testing the acquired knowledge. Once this knowledge has been tested, the analysis functions are applied to the results and produce the final measures. This process is illustrated in figure 2, which shows the interaction among all these elements.
Related Work

The need for measures is nothing new in learning from examples (Michalski, Carbonell, and Mitchell 1983; O’Rorke 1982), and such measures have centered on different magnitudes. Table 1 shows some of the studies that originated from this need. The first column contains the type of study and the second some references for further information. For an overview of these papers, see Muñoz (1991).

It is evident to those of us in this field that the early studies tend to concentrate on the developer’s viewpoint and later ones on the user’s viewpoint. Also evident is the lack of any benchmark. These two considerations have been the major inspiration for the research presented here.

Benchmark Specification

As we said earlier, three components must be specified to define a benchmark: the target characteristics, the benchmark suite, and the analysis functions. A benchmark has been defined for some of the characteristics that a knowledge engineer wants to find in machine-learning tools: ordinal, numeric, and structured attributes as well as economic considerations. The first step in benchmark specification is to identify the target characteristics.

The benchmark suite and analysis functions, as well as the reasons why these features have been selected as target characteristics, have to be stated. Before going ahead with this explanation, let us consider the general principles on which the solution is based.

First, classification accuracy of the acquired knowledge is used as the main basis for measurement. Second, the result of the learning process must be a body of knowledge that contains knowledge not directly explicit in the learning set. Third, the target characteristics should be important for the selected problems (the tasks specified in the benchmark suite). The first principle is used for analyzing results and the other two for choosing a good benchmark suite.

Benchmark Target Characteristics

The selection of the benchmark target characteristics depends mainly on the pursued goal and, in particular, on the user of the proposed model, that is, on the user of the benchmark. Assume that the knowledge engineer has been chosen as the user of the model. This assumption is, in fact, a realistic one because machine-learning tools can be of help to the knowledge engineer in knowledge-acquisition activities. However, if he/she wants to choose
knowledge; its importance is patent even for nonexperts.

Structured attributes are attributes whose values are not flat; that is, they form a structure (García 1991; Nuñez 1991, 1990; Witten and McDonald 1990). These structures usually appear as a hierarchy (Witten and McDonald 1990). The presence of these structures is associated with the use of background knowledge (Nuñez 1991, 1990; Mellis 1989) to guide the generalizations. The grouping of villages into counties, counties into states, and so on, is a good example of these attributes.

Ordinal attributes (Cestnik 1987; Mingers 1989a) are attributes whose values can be ordered. A person’s academic qualifications and how well he/she speaks a foreign language are examples of this kind of attribute. Numeric attributes can be considered as a kind of ordinal attribute in which the order is given by the greater-than relation in real numbers. Examples of these attributes (Cestnik 1989, 1987) are temperature, distance from a

one tool from a set of them, what is he/she going to look for? The answer to this question constitutes the target characteristics.

Five experts were selected to help determine a good set of features. These experts are experienced knowledge engineers with a sound knowledge of machine learning and the use of these tools for knowledge acquisition. A list of possible features of interest was given to the experts, who assigned weights between zero and one to each of the characteristics; zero meant of no interest, and one meant really important. Figure 3 is a list of selected features and their respective weights.

There are other features that appear in the machine-learning literature but not in figure 3 (Muñoz 1991). This difference exists because the experts did not consider these characteristics relevant to the purpose at hand; that is, they assigned them a total weight lower than one.

First, accuracy refers to the classification accuracy of the acquired knowledge. A main goal in using these tools is to acquire precise knowledge; its importance is patent even for nonexperts.

Structured attributes are attributes whose values are not flat; that is, they form a structure (García 1991; Nuñez 1991, 1990; Witten and McDonald 1990). These structures usually appear as a hierarchy (Witten and McDonald 1990). The presence of these structures is associated with the use of background knowledge (Nuñez 1991, 1990; Mellis 1989) to guide the generalizations. The grouping of villages into counties, counties into states, and so on, is a good example of these attributes.

Ordinal attributes (Cestnik 1987; Mingers 1989a) are attributes whose values can be ordered. A person’s academic qualifications and how well he/she speaks a foreign language are examples of this kind of attribute. Numeric attributes can be considered as a kind of ordinal attribute in which the order is given by the greater-than relation in real numbers. Examples of these attributes (Cestnik 1989, 1987) are temperature, distance from a
The nominal attributes constitute the basis of machine-learning algorithms and consist of attributes whose values are symbols. There are no predefined relations between the values. Figure 3 shows the importance of these attributes.

The cost or economy factor (Nuñez 1990, 1988; Tan 1990; Tan and Schlimmer 1989) consists of the association of a cost to the test needed to establish an attribute value. For example, if someone needs to know the temperature of a place on earth and a place on the moon at different times to reach a conclusion, the cost of getting the temperature on earth will obviously be lower than the cost of getting it on the moon. A tool dealing with cost will solve a problem using the most economic information and will only consider higher-cost attributes when they are strictly necessary.

Noisy and incomplete data are related to the fact that the normal data source is the real world. These data (Mingers 1989b; Clark and Niblett 1987) usually come with some mistakes (noise) made during their collection and sometimes include unknown values for some of the collected features; that is, they are incomplete.

Finally, a machine-learning tool is incremental when the learning set does not need to be complete to start the learning process (Fernández 1990; Utgoff 1989, 1988). Thus, once the knowledge has been acquired with the initial learning set, it can be extended to cover other available examples without having to recompute all the examples contained in the initial set. As a result of this study, the benchmark has centered on the main features that a knowledge engineer wants to find in a machine-learning tool, leaving aside those that have already been dealt with in the literature to date. Thus, the tasks forming the benchmark suite differ from those appearing in the literature (López de Mántaras 1991; Shavlik, Mooney, and Towell 1991; Mingers 1989a, 1989b; Michalski et al. 1986), which are designed for other kinds of studies, for example, those on classification accuracy, noisy and incomplete data, or incremental learning.

### Benchmark Suite

The benchmark suite specifies the tasks that must be carried out by the tools to arrive at results to which the analysis functions can be applied. As mentioned previously, each task consists of a learning set containing the initial examples that are given to the tools for analysis. The tasks are designed to test the tools under various conditions, including noisy and incomplete data, and incremental learning.

#### Table 2. Main Features of the Benchmark Suite.

<table>
<thead>
<tr>
<th>Number of classes</th>
<th>Number of attributes</th>
<th>Average number of values per attribute</th>
<th>Learning set size</th>
<th>Test set size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordinal attribute</td>
<td>Task 1</td>
<td>5</td>
<td>3</td>
<td>8</td>
</tr>
</tbody>
</table>
| Numerical attribute | Task 1  
|                     | Task 2               | 3                                      | 2                 | 60*          | 40           | 15           |
| Structured attribute | Task 1  
|                      | Task 2               | 2                                      | 4                 | 5.25         | 12           | 10           |
| Cost               | Task 1               | 5                                      | 6                 | 3            | 353          | 118**        |

* There is an infinity of possible values. This average corresponds to real numbers with only one decimal digit.

** There are three test sets, each with 118 test cases.
more suitable a task is for inclusion in the benchmark suite. Thus, if a simple task is found that fits the benchmark purposes perfectly, more complex ones are rejected. Bearing in mind these guidelines, table 2 shows how some of the tasks are really simple in terms of the learning and test-set sizes, conveying a rich combination of attributes for the pursued goal. A detailed explanation of each task is beyond the scope of this article; however, a brief description, including the most relevant attributes for each task, follows.

Ordinal attributes are tested using one task that consists of assigning a job to a person depending on some of his/her abilities. Both the abilities considered (academic rank, job experience, and foreign languages) and the job to be assigned are ordinal.

For numeric attributes, there are two tasks, both involving numeric relations: (1) classifying figures on a surface depending on their position, size, and form and (2) classifying points on a surface previously divided into different areas. The first task is a simple one and merely aims to establish whether or not a learning purposes and a test set containing the examples used for test purposes. The benchmark suite specifies one or more tasks for each benchmark target characteristic. The main features of these tasks are summarized in table 2. The tasks have been selected carefully on the basis of the following:

First, the examples of both the learning and test suites will contain attributes for testing the associated target characteristics. Let us call this attribute \( A \).

Second, the attributes \( A \) will be crucial for learning purposes during the selected task; that is, their information gain (the information obtained when their value is known) will be high.

Third, the examples contained in the learning and test suites will contain extreme conditions, which means that the learning set will contain just the minimum information needed for a human being to solve the task, and the test set will explore the examples that a human being finds most difficult to deal with.

Fourth, in view of these principles, the smaller the training and test cases are, the more suitable a task is for inclusion in the benchmark suite. Thus, if a simple task is found that fits the benchmark purposes perfectly, more complex ones are rejected.

Bearing in mind these guidelines, table 2 shows how some of the tasks are really simple in terms of the learning and test-set sizes, conveying a rich combination of attributes for the pursued goal. A detailed explanation of each task is beyond the scope of this article; however, a brief description, including the most relevant attributes for each task, follows.

Ordinal attributes are tested using one task that consists of assigning a job to a person depending on some of his/her abilities. Both the abilities considered (academic rank, job experience, and foreign languages) and the job to be assigned are ordinal.

For numeric attributes, there are two tasks, both involving numeric relations: (1) classifying figures on a surface depending on their position, size, and form and (2) classifying points on a surface previously divided into different areas. The first task is a simple one and merely aims to establish whether or not a

<table>
<thead>
<tr>
<th>Ordinal attributes</th>
<th>( f(p) = \max(0, \frac{p - 0.2}{0.8}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numerical attributes</td>
<td>( f(x, y) = \begin{cases} 0 &amp; x &lt; 0.5 \ \frac{x + 2y}{3} &amp; x \geq 0.5 \end{cases} )</td>
</tr>
<tr>
<td>Structured attributes</td>
<td>( f_1(x) = \max(0, \frac{x - 0.5}{0.5}, 0) ) ( f_2(x) = \max(0, \frac{x - 0.33}{0.67}, 0) )</td>
</tr>
<tr>
<td>Cost</td>
<td>( f(c, p) = 0.5g(c)h(p) ) ( g(c) = \sqrt{1 - c^2} ) ( h(p) = e^{(1.5 - (p + 0.5p^2))} + 0.05 \sin^2(\Pi(1-p)^{1.8}) )</td>
</tr>
</tbody>
</table>

Table 3. Analysis Functions.
tool deals with numeric attributes. The second one provides for a closer approximation, which will be taken into account by the analysis functions.

There are also two tasks for structured attributes. The first one is to classify a geometric figure based on its shape, color, size, and material. A hierarchical relation has been established among the values of the first three attributes, just as with the values of the solution. The second task consists of determining the skin color of a person, taking into account his/her place of birth, hairstyle, and eye color. All the attributes are structured; for example, if a person is born in Spain, he/she also belongs to the European community, to Europe, and so on; if he/she is born in Annapolis, he/she also belongs to Maryland, to the United States, to North America, and so on.

The cost or economy factor has an associated task consisting of determining whether a woman is pregnant according to a set of six attributes, all of them with an associated cost.

Results Analysis
Classification accuracy $p$ was taken to measure the results with a view toward analysis. Once the knowledge has been acquired by the tools using the learning set, its classification accuracy $p$ is determined using the test set. These values are then put into some specific functions to get meaningful measures. These functions are the analysis functions that are shown in table 3 and figures 4 to 7 for each target characteristic.

When the benchmark suite specifies two tasks, two parameters appear in the analysis function, and these parameters represent the accuracy obtained with the first and the second tasks, respectively. This value is standardized between zero and one. An exception is the function for cost analysis. Only one task is specified in the benchmark suite for this characteristic; however, the function has two arguments because in this case, each attribute has an associated cost, and the cost involved in the classification process is also an important feature to be considered. Table 3 shows all the analysis functions, and figures 4 to 7 sketch their graphic representations for those values on which the functions are defined.

Different functions have been tried to find the one that best determines the following aspects for each target characteristic: (1) when are the results good enough for a value of one to be given to the tested tool, (2) where is the line below which a value of zero is given to the tested tool, and (3) which is
the best transition path from zero to one.
For each target characteristic, all the functions shared the characteristic that their values rose at the same time as classification accuracy \( p \). However, they differed in respect to the three previous aspects. Both experts and knowledge engineers played an important part in selecting the analysis functions shown in table 3, just as they did in experimentation.

Experiments and Results
Several experiments were carried out with a collection of machine-learning tools to validate the proposed benchmark. The experiments and results analysis are explained in the following paragraphs.

Selecting the Workbench
The first job was to select a set of tools for testing the benchmark. Two constraints were imposed on these tools: (1) there should be a reliable a priori reference on whether the benchmark target characteristics are present or not and (2) at least one of the selected tools must have these target characteristics. The aim behind these constraints was proper validation of the model. The a priori references were the tool developers themselves and the reference manuals. The first source is the most reliable one because the tool developer knows exactly what tool capabilities are. Fortunately, it was possible to contact the developers of three of the four tools used as a workbench.

Four tools were selected in this way: ASSISTANT 86 (Cestnik 1987), ALEXIS II (García 1991; Nuñez 1991), AQ15 (Alvaro 1990), and ID* (Fernández 1990). The set represents a collection containing the two mainstreams in machine learning from examples: the AQ family (AQ15) and the ID family (ASSISTANT 86, ALEXIS II, and ID*). The last tool groups three implementations of the ID family: ID3, ID4, and ID5. All these tools have been tested, but because there are no differences with respect to the benchmark, all three are now grouped under ID*. A full description of these tools is beyond the scope of this article; the main issue is to establish whether the benchmark target characteristics are present in these tools. Table 4 shows the a priori reference for these tools.

Experiment Results
Tables 5 and 6 show the results obtained with the benchmark on the selected tools workbench. Table 5 shows the values of the
<table>
<thead>
<tr>
<th></th>
<th>ASSISTANT 86</th>
<th>ALEXIS II</th>
<th>AQ15</th>
<th>ID*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordinal attribute</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Numerical attribute</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Structured attribute</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Cost</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
</tbody>
</table>

*Table 4. Presence of the Benchmark Target Characteristics: A Priori References.*

<table>
<thead>
<tr>
<th></th>
<th>ASSISTANT 86</th>
<th>ALEXIS II</th>
<th>AQ15</th>
<th>ID*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordinal attribute</td>
<td>p</td>
<td>1</td>
<td>1</td>
<td>0.16</td>
</tr>
<tr>
<td>Numerical attribute</td>
<td>x,y</td>
<td>0, 1, 1</td>
<td>0.8, 0.9</td>
<td>0.33</td>
</tr>
<tr>
<td>Structured attribute</td>
<td>x,y</td>
<td>0, 1, 1</td>
<td>0.5, 0.33</td>
<td>0, 0</td>
</tr>
<tr>
<td>Cost</td>
<td>c,p</td>
<td>1, 1</td>
<td>0.72, 1</td>
<td>0.85</td>
</tr>
</tbody>
</table>

*Table 5. Values of the Parameters Needed for the Analysis Functions.*

<table>
<thead>
<tr>
<th></th>
<th>ASSISTANT 86</th>
<th>ALEXIS II</th>
<th>AQ15</th>
<th>ID*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordinal attribute</td>
<td>f(p)</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Numerical attribute</td>
<td>f(x,y)</td>
<td>0.33</td>
<td>0.86</td>
<td>0</td>
</tr>
<tr>
<td>Structured attribute</td>
<td>f(x,y)</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Cost</td>
<td>f(c,p)</td>
<td>0</td>
<td>0.88</td>
<td>0.81</td>
</tr>
</tbody>
</table>

*Table 6. Analysis Function Values.*
way of dealing with numbers. However, this value is greater than zero, which differentiates it from other tools that do not deal with numbers at all.

Table 5 shows that the values of $x$ and $y$ for ALEXIS II are too close, but these values for ASSISTANT 86 are different. The reason for this difference is that ALEXIS II deals with structured attributes in a reasonable way; ASSISTANT 86 does not deal with this type of attribute but provides some mechanisms that can simulate them under certain circumstances. The proposed benchmark is robust in this sense.

Table 5 shows how the values in the AQ15 column are not zero, but those in the ID* column are. However, in table 6, the value of the analysis function is zero for both of them. The differences between the two tools, as shown in table 5, are purely coincidental. The analysis function detects that they are chance differences because the values of table 6 are zero for both tools.

In the cost row of table 6, the best result is for ID* (.95), followed by ALEXIS II (.88). It is important to mention that according to their parameters needed for the analysis functions, and table 6 shows the values of the functions themselves.

The - symbol in table 5 appears only in the numeric attribute row. Based on the analysis function for these attributes, if classification accuracy with the first task is lower than 0.5, the function value will automatically be zero, with no consideration of the classification accuracy of the second task. Thus, the second task does not need to be carried out for these two tools.

A comparison of tables 4, 5, and 6 illustrates the parallelism of tables 4 and 6, which suggests the adequacy of the model. Nevertheless, several points should be stressed. The first point is the value of ASSISTANT 86 in table 6 for numeric attributes: It is not as close to one as expected because an attribute can have any numeric value in ASSISTANT 86. However, when it is considered, the user must specify the interval bounds; that is, this information is not induced from the learning set. The benchmark suite and analysis function detect this fact and consider that it is not a good way of dealing with numbers. However, this value is greater than zero, which differentiates it from other tools that do not deal with numbers at all.

Table 5 shows that the values of $x$ and $y$ for ALEXIS II are too close, but these values for ASSISTANT 86 are different. The reason for this difference is that ALEXIS II deals with structured attributes in a reasonable way; ASSISTANT 86 does not deal with this type of attribute but provides some mechanisms that can simulate them under certain circumstances. The proposed benchmark is robust in this sense.

Table 5 shows how the values in the AQ15 column are not zero, but those in the ID* column are. However, in table 6, the value of the analysis function is zero for both of them. The differences between the two tools, as shown in table 5, are purely coincidental. The analysis function detects that they are chance differences because the values of table 6 are zero for both tools.

In the cost row of table 6, the best result is for ID* (.95), followed by ALEXIS II (.88). It is important to mention that according to their
developers, both tools use the same cost function. Why is there this difference? It is because ID* deals with noisy and incomplete data, but ALEIX II does not. This mechanism allows ID* to get more economic knowledge at the expense of slightly lower accuracy. A gain in economy is of greater interest than the loss of accuracy in this case; the analysis function gives better values for ID*. This result backs up previous studies (Mingers 1989a) that show how, in some circumstances, dealing with noisy data improves the results obtained.

Tuning the Benchmark

Even with good results, as explained previously, the value of the numeric-analysis function for ALEIX II and the values of the cost-analysis function for ALEIX II, AQ15, and ID* suggest that these functions can be tuned. For this purpose, the tool developers have been asked to quantify the a priori reference yes for these attributes. The result of this quantification for the numeric attributes has been YES = 1. The analysis function can be tuned by applying a factor $a$ to it, such that $a \times 0.86 = 1$; so, $a = 1.16$. With respect to cost, the tool developers accept the values obtained as good, except for ALEIX II, whose value should be greater than or equal to 0.9. Thus, a small factor $b$ can be applied to this function, such that $b \times 0.88 = 0.9$; that is, $b = 1.02$. This factor also maintains the values for the other tools within the quantified range.

Figure 8 is a graph showing the comparative strengths and weaknesses of each tool included in the workbench. Based on the assumption that a knowledge engineer wants to choose one of these tools to solve a particular problem, this graph can be taken as a good basis for selection.

Conclusions

The benchmark presented constitutes an important step in the search for measurement criteria to be applied to any machine-learning tool. To be precise, it is the first benchmark applicable to machine-learning tools and provides an objective and reliable measure.

Taking the knowledge engineer as the user of the benchmark is a new approach to comparative studies, close to the focus of most current studies of the user perspective.

The experiments show that the model eliminates the random effect and detects the weakness of some tools that are supposed to deal with numeric attributes, such as ASSISTANT.

New evidence has been found to support the fact that in some circumstances, dealing with noisy data improves the results sought.

Finally, more cases can be added to the benchmark suite to allow comparative studies of characteristics other than ordinal, numeric, and structured attributes or cost considerations. This feature of the model is important.

Future Work

In view of the benchmark's extensibility, an important research effort would be to add new features to deal with other important characteristics, such as background knowledge and compound objects. We are, in fact, currently working along these lines. It would also be interesting to apply the benchmark to other tools that have been compared previously in other ways and to study both results.
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