
■ For many years, research in AI plan generation was
governed by a number of strong, simplifying
assumptions: The planning agent is omniscient, its
actions are deterministic and instantaneous, its
goals are fixed and categorical, and its environ-
ment is static. More recently, researchers have
developed expanded planning algorithms that are
not predicated on such assumptions, but changing
the way in which plans are formed is only part of
what is required when the classical assumptions
are abandoned. The demands of dynamic, uncer-
tain environments mean that in addition to being
able to form plans—even probabilistic, uncertain
plans—agents must be able to effectively manage
their plans. In this article, which is based on a talk
given at the 1998 AAAI Fall Symposium on Distrib-
uted, Continual Planning, we first identify reason-
ing tasks that are involved in plan management,
including commitment management, environ-
ment monitoring, alternative assessment, plan
elaboration, metalevel control, and coordination
with other agents. We next survey approaches we
have developed to many of these tasks and discuss
a plan-management system we are building to
ground our theoretical work, by providing us with
a platform for integrating our techniques and
exploring their value in a realistic problem.
Throughout, our discussion is informal and relies
on numerous examples; the reader can consult the
various papers cited for technical details.

Research on planning within AI has led to
the development of computational tech-
niques for generating a plan, or course of

action, to achieve a specified goal from a spec-
ified initial state, given definitions of the avail-
able actions. Until recently, however, much of
this research has been governed by a number
of simplifying assumptions, notably the fol-
lowing: First, the planning agent is omniscient;

it knows all the relevant facts about its envi-
ronment. Second, the actions that the agent
can perform have definite outcomes. Third, the
goals presented to the agent are categorical;
that is, they are either achieved or not, and
there is no notion of partial satisfaction.
Fourth, the agent is the only source of change
in the environment: There are neither exoge-
nous events nor other agents. Fifth, the goals
presented to the agent remain unchanged
throughout the process of planning and execu-
tion. Sixth, the actions that the agent can per-
form can be modeled as instantaneous state
transducers: They have neither temporal
extent nor fixed times of occurrence.

These assumptions have several key conse-
quences. If they hold, there is no need to inter-
leave planning and execution because the
agent has all the knowledge it needs at plan-
ning time. Also, in such circumstances, a plan
can always be executed successfully: Every-
thing is guaranteed to go “according to plan,”
and replanning is thus unnecessary. Finally, be-
cause the goals are all known at the outset, and
remain fixed throughout the planning and
execution process, there is no notion of plan-
ning problems competing with one another
for the planning agent’s attention. In short,
these assumptions preclude the need for active
management of the planning process: There is
no need to decide which planning or replan-
ning tasks to attend to when or how much
detail to include in a plan now and how much
to defer until later.

Of course, most of these assumptions—
which were introduced, after all, only to delim-
it a tractable domain for initial investigation
—fail to hold in the kinds of realistic situation
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when. However, to date these techniques have
had somewhat limited applicability, and they
have not been applied specifically to questions
of deciding how much detail to include in a
plan or to management of the replanning
process—although in principle, deliberation
scheduling techniques could be applied to
such problems if we could accurately model
the costs and benefits of individual plan-
expansion and replanning tasks. Finally,
although there has been recent work on devel-
oping planners that reason about rich tempo-
ral constraints (Bacchus and Kabanza 1996), it
has again focused primarily on the problem of
generating plans for a fixed goal, to be subse-
quently executed in a static environment.

In sum, although the planning community
has made significant progress on developing
plan-generation mechanisms that do not
require the strong assumptions made in earlier
work, it has continued, for the most part, to
focus on the problem of plan generation. Cer-
tain exceptions exist, as noted in the previous
paragraph, but the majority of research done
continues to focus on algorithms for more effi-
cient plan generation. However, when the
assumptions of classical planning are aban-
doned, it becomes important not only to
rethink plan-generation algorithms but also to
consider a wider range of reasoning processes
that are involved in managing plans in dy-
namic, multiagent environments.

An Example
We can illustrate the types of reasoning
required in plan management with a simple
example of the kind of reasoning that humans
seem to be capable of performing on a daily
basis. 

Suppose you have a class to teach next Mon-
day morning, and sometime the week before,
you decide to prepare your lecture for the class
over the weekend. You don’t yet decide exactly
when you will prepare the lecture because your
other weekend plans aren’t fixed yet, but you
are confident that you will find some time over
the weekend for lecture preparation. On Fri-
day, before you leave the office for the week-
end, you decide on the general topic for the
lecture, so that you can bring home the books
you will need to do the lecture preparation. On
Saturday morning, you decide to spend the
day running errands and to go to a movie in
the evening; you will prepare your lecture
sometime Sunday. However, on Saturday after-
noon, you receive a phone call from a friend,
informing you that she has an extra ticket to
the football game on Sunday afternoon. You

in which planning is called for. Consequently,
a number of researchers in AI have explored
techniques for extending the classical plan-
ning paradigm, relaxing some of its overly
strong assumptions. Techniques now exist for
generating conditional plans with branches
whose performance is keyed to the outcome of
sensing actions (Collins and Pryor 1995; Peot
and Smith 1992), removing the need to
assume omniscience (the first assumption).
Representations of actions with probabilistic
outcomes have been developed and used in
systems that generate plans whose probability
of success exceeds a given threshold (Kushmer-
ick, Hanks, and Weld 1995; Goldman and Bod-
dy 1994), eliminating the assumption of deter-
ministic actions (the second assumption).
These extensions have been combined in
probabilistic, conditional planning systems
(Onder and Pollack 1999; Blythe 1998; Draper,
Hanks, and Weld 1994). The assumption of
categorical goals (the third assumption) has
been removed in utility-based and decision-
theoretic planning systems, which can gener-
ate plans for goals with rich, time-dependent
utility functions (Haddawy and Hanks 1998;
Williamson and Hanks 1994). Work on model-
ing planning as a (fully or partially observable)
Markov decision process (MDP) (Boutilier,
Dean, and Hanks 1999) can be seen as aimed at
simultaneously removing the first three
assumptions.

Other recent work has addressed the as-
sumption of a static environment (the fourth
and fifth assumptions). One approach has
been to rely on techniques for planning under
uncertainty, folding exogenous changes into
the predicted outcomes of actions (Blythe
1996; Hanks, Madigan, and Gavrin 1995); this
approach is also used in the MDP framework.
Another body of work, often called reactive
planning or plan-execution systems (Firby
1996, 1994; Gat 1992; Georgeff and Ingrand
1989), addresses run-time system behavior and
deals with the problem of dynamic envi-
ronments by supplementing high-level plans,
such as those produced by classical planners,
with mechanisms for translating these plans
into low-level behaviors that are responsive to
changes in the world. For the most part, how-
ever, this work has concentrated on the effec-
tive execution of current activities but has not
provided sufficient consideration to issues of
managing future commitments. Work on de-
liberation scheduling (Horvitz 1997; Zil-
berstein and Russell 1996; Greenwald and
Dean 1994; Dean and Boddy 1988) also gives
up the fifth assumption and develops tech-
niques for deciding which goals to attend to
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are not sure whether you will be able to finish
your lecture Sunday morning. You could
attempt to finish the lecture and only use the
football ticket if you are successful. However,
you realize that this approach is unfair to your
friend, who could find someone else with
whom to go to the game if you let her know
today. You therefore revise your plans and
decide not to go to the movie; instead, you
begin preparing your lecture Saturday evening.
If you don’t finish, you will still have Sunday
morning to complete it, before going to the
football game.

Although this scenario might appear frivo-
lous, there are two important reasons for try-
ing to understand the reasoning processes that
support it and similar cases. The first is as an
exercise in cognitive science: The ability to
manage one’s activities in a dynamic environ-
ment is an essential component of human cog-
nitive capacity and, thus, worth exploring as
part of the effort to understand the human
mind. The second is as a prerequisite to design-
ing better computational tools. It is generally
agreed that intelligent autonomous agents
would be extremely useful in applications
ranging from military to industrial to edu-
cational. For many of these applications, the
agents involved will need to be able to perform
the kinds of plan-management reasoning illus-
trated in our example.

Let’s consider the kinds of reasoning task
that are involved. The intelligent agent—
”you” in this story—must be capable of per-
forming (at least) the following reasoning
tasks: 

Plan generation: You certainly need to be
able to perform classic plan generation. In the
story, for example, you need to recognize that
a precondition for preparing the lecture at
home is that you have the materials you need
at home; therefore, you need to plan to bring
them home with you.

Commitment management: Intuitively, at
least, it seems that agents don’t just generate
new plans; they also commit to them. By com-
mitting to a plan �, an agent tends to rule out
new options that would conflict with �. Hav-
ing committed to teaching your class on Mon-
day, you will in general rule out activities that
preclude your teaching the class. However,
commitment is not absolute: In the current
story, you do abandon your commitment to go
to the movies, in order to be able to attend the
football game. Agents need to be able to reason
about the relative strength of their commit-
ments, to decide which, if any, they are willing
to give up. 

Environment monitoring: In a dynamic

environment, many events can occur that
either indicate a problem with your existing
commitments or suggest a new opportunity.
However, in general, you will not be able to
attend to all these but must somehow focus on
those that are potentially most relevant and
significant. In the current story, you attend to
the invitation to attend the football game, but
there are plenty of other potential opportuni-
ties that you ignore (and that we’ve therefore
left out of the story), such as the call from a
telemarketer offering you a new credit card
and the For Sale signs you see posted in front
of neighborhood houses.

Alternative assessment: Once you deter-
mine that the environment presents a new
opportunity, you need to be able to assess the
costs and benefits of the options with which
you are presented, and you need to do this tak-
ing account of the context in which these op-
tions will be performed. Going to the football
game not only provides the benefit of enjoying
the game but also incurs a cost because it
requires you to skip the movie you had
planned to see. 

Plan elaboration: In dynamic environ-
ments, agents often have commitments to par-
tially specified plans and can even begin exe-
cuting these plans before they are complete.
However, there are constraints on what must
be elaborated when. By Friday afternoon, you
need to have elaborated your lecture plan
enough to determine which books and papers
to carry home with you. On the other hand,
you can defer your decision about exactly
when to prepare your lecture. But once you
receive the phone call about the football tick-
ets, you need to make a firmer commitment to
the lecture preparation time to ensure you can
both complete the preparation and attend the
game.

Metalevel control: For some activities, you
will want to do a lot of careful planning,
whereas for others, you might be willing to live
with a less than optimal solution. For example,
you might not bother to spend the time to de-
termine the minimal-distance route that
allows you to carry out all your errands.

Coordination with other agents: When
environments have multiple agents in them, a
wide range of issues arise involving the coordi-
nation of your own plans with those of the
other agents. In our story, you decide not to
adopt the wait-and-see plan of going to the
movies and then starting your lecture prepara-
tion Sunday morning, going to the football
game only if you’ve completed the prepa-
rations. This plan is unacceptable because it
has a negative impact on your friend’s plan to
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individual reasoning processes, we address the
question of integrating these approaches, by
describing a plan-management system we are
developing.

Commitment Management
Our earliest work on plan management was
done a decade ago, in collaboration with
Michael Bratman and David Israel. It addressed
the significance of commitment for resource-
bounded agents in dynamic environments
(Pollack 1992; Bratman, Israel, and Pollack
1988). Building on earlier work by Bratman
(1987), who had argued that commitment to
future plans helps a resource-bounded agent
frame its subsequent reasoning and thereby
limit the amount of computational resources it
requires, we developed an architecture later
called IRMA (intelligent resource-bounded
machine architecture), depicted in figure 1.

find someone with whom to attend the foot-
ball game.

Reasoning tasks such as these have been the
focus of our work in plan management. In the
remainder of this article, we briefly describe
the challenges posed by these tasks and survey
some of the work we have done to date in
addressing them. Our discussion will necessar-
ily be informal and will rely on numerous ex-
amples; the reader can consult the papers we
cite for technical details. We omit discussion of
three of the plan-management tasks listed: (1)
plan generation, about which a huge amount
has already been written; (2) metalevel con-
trol, for which we refer the reader to Horvitz
(1997), Zilberstein and Russell (1996), Green-
wald and Dean (1994), Russell and Wefald
(1991), and Dean and Boddy (1988); and (3)
coordination issues, which are discussed in the
article by Grosz, Hunsberger, and Kraus, also in
this issue. After sketching our approach to
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The key idea in IRMA is that agents should, in
general, bypass full-fledged deliberation about
new options that conflict with their existing
commitments, unless these options can easily
be recognized as potentially special in some
way. To achieve this balance between commit-
ment to existing plans and sensitivity to par-
ticularly important new options, we postulat-
ed within IRMA a filtering mechanism with two
components. The first checks the compat-
ibility of a new option against existing plans,
and the second checks whether the new
option is prima facie important enough to war-
rant deliberation even under incompatibility.

Note that an IRMA agent can sometimes
behave suboptimally, that is, perform actions
other than those it would have selected if it
had engaged in full-fledged deliberation. It can
also sometimes perform wasted reasoning, that
is, engage in deliberation about a new option
that results in a decision to maintain the status
quo. Nonetheless, an IRMA agent can attain a
better overall level of performance than an
agent that attempts full-fledged deliberation
about every option it faces, because the time
costs associated with such deliberation would
typically result in significant missed deadlines
and opportunities.

Our initial implementation of an IRMA-based
agent showed the feasibility of the concept,
but our experimentation was limited to a sim-
ple, highly abstract domain (the TILEWORLD)
(Pollack and Ringuette 1990). Similar results
were found by other researchers (Kinny,
Georgeff, and Hendler 1992; Kinny and
Georgeff 1991). We later generalized the test-
bed to include multiple agents, and we found
preliminary evidence that the IRMA notion of
filtering could also be a useful mechanism for
facilitating agent coordination (Ephrati, Pol-
lack, and Ur 1995), but again, our experiments
were limited to an abstract domain. However,
many of the ideas in IRMA are included in the
dMARS systems developed at the Australian
Artificial Intelligence Institute by Michael
Georgeff and his colleagues (Rao and Georgeff
1995); dMARS has been used in a variety of real-
world applications, ranging from space shuttle
malfunction handling to air traffic control to
air-combat simulation. We are also using a fil-
tering mechanism in our plan-management
agent (PMA), described later in this article.
Although we have modified our view of the
exact nature of filtering—we no longer view
compatibility as an all-or-nothing property but
instead reason about the compatibility of var-
ious layers of a hierarchical plan—we still sub-
scribe to the view that it is important for
resource-bounded agents in dynamic environ-

ments to maintain fairly stable sets of commit-
ments, which guide and focus their subse-
quent reasoning and actions.

Environment Monitoring
The theory of filtering, as embodied in IRMA,
suggests a way of screening out options that
have already come to your attention. In fact,
we believe that an agent’s commitments play
an even stronger role: They tend to restrict the
range of options that the agent attends to in
the first place. For example, when you wake up
on a typical weekday morning, you already
have a plan for the day—go to work, go to the
gym, pick up the kids at school, and so
on—and you do not spend a lot of time seri-
ously considering conflicting alternatives,
such as taking a spur-of-the-moment trip to
Hawaii. It’s not just that these options arise
and then are filtered out; it’s rather that in gen-
eral the options don’t even arise in the first
place.

What’s involved in monitoring “the right”
features of the environment? As far back as the
STRIPS planning system, researchers suggested
that if an agent was engaged in plan-based
behavior, the plan itself could provide guid-
ance about what to monitor. Thus, triangle
tables (Fikes, Hart, and Nilsson 1972), which
map the existing state of the world to precon-
ditions of steps in the plan, probably represent
the earliest approach to execution monitoring.
A more recent example is the SAGE system for
information gathering, which also bases its
decision of what to monitor on the structure of
its current plans (Knoblock 1995).

In our own work (Veloso, Pollack, and Cox
1998), done jointly with Manuela Veloso and
Michael Cox, we have argued that an agent
should carefully monitor not only environ-
mental features that affect the plans it holds
but also features of the plans it has rejected
during prior reasoning. More specifically, we
view planning as a decision-making process,
during which the rationale behind each deci-
sion should be recorded. Plan rationales will
often include references to conditions that
resulted in the rejection of an alternative plan,
in favor of the one that was actually adopted.

For example, suppose that you plan to use
frequent flier miles on an airplane ticket that
costs $800. If an airline price war then erupts,
and the price of the ticket drops substantially,
say, to $200, you might prefer to change your
plan and pay for the ticket, saving your fre-
quent flier miles for a more expensive flight.
Note that the change in price will not affect
the success of your plan—you still could fly

We view 
planning 
as a 
decision-
making
process, 
during 
which the
rationale 
behind each
decision
should be
recorded.

Articles

WINTER 1999   75



evaluating alternative actions by reference to a
probability distribution over their possible out-
comes together with a utility function defined
on these outcomes; in the simplest case, the
agent combines probability and utility into a
notion of expected utility defined over actions
and then chooses some action whose expected
utility is maximal.

However, classical decision theory does not
completely address certain challenges that
arise in designing alternative-assessment pro-
cedures for agents in dynamic environments.
We have been developing a framework that
does (Horty and Pollack 1998), and it differs
from classical decision theory in two impor-
tant ways. First, where decision theory as-
sumes that the utility of an outcome is given as
part of the background setting, we observe that
the overall desirability of an option presented
to an agent is often not immediately apparent;
we are explicitly concerned with the mecha-
nism through which it might be discovered. In
particular, we have so far concentrated on the
case in which the option presented to the
agent has a known benefit but requires some
effort—the execution of a plan—for its
achievement. To evaluate the overall desirabil-
ity of the option, the agent thus has to arrive
at some assessment of the cost involved in
achieving it.

Second, we require that our theory ac-
commodate the fact that agents have compu-
tational resource bounds. Toward this end, we
cast it within the theoretical framework that
models resource-bounded agents as always
operating against the background of some cur-
rent set of intentions, as discussed previously
in the section on commitment management.
In contrast to standard decision theory, where
actions are evaluated in isolation, we develop
a model in which the options presented to an
agent are evaluated against a background con-
text provided by the agent’s current plans—
commitments to future activities, which, at
any given point, might themselves only be
specified partially.

At the center of our approach is a speci-
fication of the cost of a new option in context,
which we take simply to be its marginal cost.
That is, the cost of carrying out a new plan �
in the context of existing commitments � is
simply the cost of carrying out both � and �
less the cost of carrying out � alone: �(�/�) =
�(� � �) – �(�), where � denotes the cost
function, and �/� denotes � in the context of
�.

To use this definition, we need to define the
cost of a plan. We do this by assuming that
primitive actions have specific costs and that

with the ticket you hold. However, the ratio-
nale for your original decision to use frequent
flier miles was that the flight was expensive;
this rationale now no longer holds. Rationale-
based monitoring can thus not only prevent
the failure of previous plans but can also lead
to higher-quality plans.

Rationale-based monitoring is a three-stage
process involving (1) generating monitors that
represent environmental features that affect
plan rationale; (2) deliberating, whenever a
monitor fires, about whether to respond to the
monitor; and (3) transforming the plan as war-
ranted. In Veloso, Pollack, and Cox (1998), we
described a preliminary implementation of
this approach in the PRODIGY planning system
(Veloso et al. 1995); more recently, with
Colleen McCarthy, we adapted the idea to a
partial-order causal-link planner (Pollack and
McCarthy 1999).

However, approaches to monitoring that are
based on the agents’ existing plans are neces-
sarily incomplete. Although, as we have sug-
gested, agents do not attend to every feature of
their environment, neither do they attend
only to environmental features directly related
to their previous planning episodes. You don’t
typically consider taking a trip to Hawaii every
morning, even if your morning newspaper
always carries advertisements for airlines, but
once in a long while, you just might entertain
this possibility—especially if you live in Pitts-
burgh, and it’s early March. A theory of how
this happens has not yet been formulated.

Alternative Assessment
Suppose that a new option has arisen, you
have attended to it, and you have determined
that it is worth deliberating about. To perform
this deliberation, it is necessary for you to
assess the costs and benefits of the option.
Moreover, this assessment must be done taking
account of the context of your existing com-
mitments. In our running example, you need-
ed to recognize that attending the football
game requires you to give up the movie you
planned to see. In this case, the context
increases the cost of your new option, relative
to its cost if done in isolation. However, con-
text can also decrease the cost of a new option;
for example, if some of the steps required for
the new option can be merged with steps you
already intend.

The theory of rational choice, as formulated
in the economic and philosophical literature
(Keeney and Raiffa 1993; Jeffrey 1983), pro-
vides a richly developed model of alternative
assessment. In this theory, agents are seen as
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Figure 2. The Costs of Plan in Isolation and in Context.
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Although we defined the notion of the cost
of a plan as the least expensive method of exe-
cuting it, we do not necessarily assume that a
planning agent knows the true cost either of its
background plan or of any new options under
consideration. Instead, the agent might only
have an estimate of the cost of its plans. We
view estimates as intervals that bound the true
cost of a plan; they are thus related to the
interval measures of plan cost used in the
decision-theoretic plan-generation literature
(Goodwin and Simmons 1998; Haddawy,
Doan, and Goodwin 1995; Williamson and
Hanks 1994).

We have developed an algebra for reasoning
about cost estimates; in particular, it specifies
how to subtract estimates, so that an estimate
of �(�/�) can be derived from estimates of
�(� � �) and �(�), according to the previous
definition. The derived interval estimate of
cost in context is useful because in many cases,
it allows an agent to accept or reject an option
without calculating its specific cost, as illustrat-
ed in figure 3. Suppose that an agent with
background plan � is considering a new
option � with benefit �(�). Suppose further

the cost of a complete, fully scheduled plan is
the sum of the costs of all the distinct steps in
it. The requirement that we only count distinct
steps is important because if an agent can
merge steps of the same type, it only incurs the
cost of a single such step. Consider the exam-
ple depicted in figure 2. If while running your
errands, you drive to the mall to buy a new
shirt and, at the same time, drive to the mall to
buy sneakers, you only incur the cost of one
trip to the mall. In traditional plan generation,
such a plan, with merged steps, would be pro-
duced as a result of step reuse. When a new
plan is added to an existing context of com-
mitments, explicit consideration of step merg-
ing becomes crucial. For further discussion of
step merging, including algorithms for effi-
cient merging, see Yang (1997). We associate
the cost of an incomplete or unscheduled plan
with the cost of the least expensive way in
which it might be carried out; that is, the cost
of an arbitrary plan � is the cost of the least
expensive fully scheduled, complete plan �
such that � is a refinement of �, where refine-
ments are defined as in Kambhampati,
Knoblock, and Yang (1995).
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that given its estimated costs (intervals) for �
and �, it is able to derive an estimated cost
interval for �/�. If the agent knows that the
benefit of � is greater than the upper bound of
this interval, then it is justified in adopting it
because �’s cost in context is necessarily less
than its benefit; likewise, the agent is justified
in rejecting � if its known benefit is less than
the lower bound of the estimated interval of its
cost in context. It is only when the benefit is
inside the interval that the agent is forced to
refine its estimates further before making a
rational decision. We have developed anytime
algorithms for this refinement step, which,
again, we are using in PMA.

Plan Elaboration
We have already seen that in dynamic en-
vironments, planning and execution will often
be interleaved. Agents must therefore be able
to decide how much detail to include in their
plans now and when to add more detail. This
question has largely been ignored in the AI lit-
erature, although Blythe’s (1998) work is a
notable exception. With Nilufer Onder, we
have been investigating a restricted form of it
(Onder 1999; Onder and Pollack 1999): Given
that a large number of contingencies can arise
during the execution of a plan in a dynamic,
uncertain environment, which contingencies
should be dealt with when the plan is initially
formed, and which should be deferred and
dealt with on an as-needed basis at execution
time?

To address this question, we associate a con-
tingency with the failure of an action in a plan
to have its desired outcome. In our running
example, you plan to write your lecture Satur-
day evening, but you recognize the possible
failure of this action: You might not be able to
complete the lecture on time. You therefore
create a contingency plan, to complete it Sun-
day morning before the football game, if need
be.

In general, when the agent determines that
a generated plan includes an action that might
fail, there are three approaches to improving it.
Corrective repair involves planning a response if
the failure should occur. Preventive repair
involves enhancing the plan to include steps
that lessen the likelihood of the failure. (In
conformant planning, sufficiently many steps
are added to guarantee that the plan will suc-
ceed, regardless of the action’s outcome [Gold-
man 1996].) Replacement involves modifying
the plan to remove the potentially problematic
action and replace it with an alternative.

To decide which contingencies to focus on,

we rely on two facts: First, contingencies in a
plan can have unequal probability of  occur-
rence, and second, a plan can have multiple
goals, each of which has some associated val-
ue. It therefore makes sense to focus on those
repairs that will have the greatest expected
positive impact on the plan. To compute this,
we first determine the value of all the goals
that the agent will fail to achieve if some con-
tingency C occurs and then weight this by the
probability of C’s occurrence. Subtracting this
value from the optimal value of the plan gives
us the expected value of the plan under the
contingent failure. Next, we estimate the ex-
pected value of the plan that will result if we
perform a certain type of repair. The difference
between these two numbers gives us the
expected value of performing the repair. We
have developed algorithms for performing
these computations, as well as for doing the
actual process of generating contingent plans,
and have also developed a number of heuris-
tics to increase the efficiency of this process.

Of course, in reality, the importance of hav-
ing contingency plans will also depend on the
likely difficulty of replanning “on the fly” for
particular contingencies; even if a contingency
is relatively likely to occur and affect high-val-
ue goals, if it is extremely easy to correct dur-
ing plan execution, it might not be necessary
to plan in advance for it. This issue will be
dealt with in later work.

Integration in PMA: 
The Plan-Management Agent

Each of the individual reasoning processes
described previously is important, but it is also
important to be able to integrate these process-
es with one another. To explore the challenge
of integration, as well as to build a realistic
platform on which to experiment with our
ideas, we have been building PMA (Pollack,
Tsarmardinos, and Horty 1999). PMA is an intel-
ligent software system that is intended to aid a
user in managing a potentially large and com-
plex set of plans. It is thus related to two major
classes of software systems: personal electronic
calendar systems and workflow systems.

Commercially available electronic calendar
systems, published by major software compa-
nies, essentially provide electronic interfaces
to written calendars. They typically have
advanced graphical user interfaces and provide
links to contact databases and e-mail; some
also provide capabilities for automated meet-
ing scheduling. However, these systems suffer
from a highly impoverished representation for
activities: They can only model simple events
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preparing a patient for surgery might include,
say, organizing a preliminary battery of tests,
assembling and scheduling the surgical team,
and booking the operating room. Many of
these tasks would themselves decompose into
structured activities: Carrying out a single test
might involve scheduling the test, tracking the
lab work, entering the results into the patient’s
record, and calling the patient for follow-up
work if necessary.

Imagine that a physician (or nurse) specifies
the goal of performing a particular diagnostic
test on a patient. PMA immediately posts com-
mitments to various tasks pertaining to that
goal in an internal knowledge base. It also
updates the graphical display that includes a
calendar and a to-do list. In this example, the
posted commitments might include schedul-
ing the test, obtaining the necessary back-
ground information before the test date, and
reminding the patient 48 hours before the test
date. Once the user indicates that the test has
been scheduled for a certain date—December
15, say—the temporal information associated
with the related procedures will be updated
accordingly; for example, a calendar entry will
then appear, reminding the user to notify the
patient on December 13. Furthermore, if this
test is just one of a battery of tests, and the
scheduled December 15 date places it too near
another test with which it might interfere, PMA

will notice this conflict and notify the user,
suggesting an alternative schedule that avoids
the conflict. It might also suggest to the user
that an operating room should be scheduled
now, even though the actual deadline for the
reservation has not yet occurred, because there
is limited flexibility in the schedule to handle
the situation should the operating rooms
become unavailable at the desired time.

This scenario illustrates the main capa-
bilities that we are building into PMA:

First, the PMA user can commit to activities
that have rich temporal and causal structure.
She does not need to specify separate commit-
ments to each component of the activity.

Second, the PMA user can make partial com-
mitments. For example, she can commit to
performing a particular activity without yet
specifying the exact time at which it will occur,
or she can specify that she wants to commit to
a particular goal, without yet specifying exact-
ly which plan she will use to achieve the goal.

Third, when the user extends her commit-
ments (for example, by specifying a particular
time or a particular plan for a goal), PMA prop-
agates the new commitment to all affected
parts of the activity. In the earlier example,
when the user specifies that the test should be

and recurring simple events. Simple events are
blocks of time with a single property—free or
busy; a free activity is allowed overlap with oth-
er free activities, but a busy activity cannot
overlap with other activities. Recurring simple
events are simple events that recur at regular in-
tervals, for example, every Tuesday from 4 to 5
PM. Labels and textual information can be at-
tached to each event, but these are not used in
any sophisticated way by the system; they are
stored only for the human user’s information.

Workflow systems (Nutt 1996; Georgakopou-
los, Hornick, and Sheth 1995; Mahling,
Craven, and Croft 1995) constitute another
class of systems aimed at helping users manage
their routine activities. In contrast to personal
calendar systems, workflow systems use richly
structured representations of activities (or
processes) to ensure that information and tasks
flow to the appropriate people in an organiza-
tion in a timely fashion. Modern workflow sys-
tems support “document management, imag-
ing, application launching, and/or human
coordination, collaboration, and co-decision”
(Georgak 1995, p. 121). To date, though, they
tend to have limited capabilities for handling
uncertainty, for replanning when a problem is
detected, and for reasoning about the relative
value of alternative ways to perform a given
task. PMA is being designed to include just these
sorts of reasoning capability, using the tech-
niques discussed earlier. 

PMA is a joint project of our research groups
at the University of Pittsburgh and the Univer-
sity of Maryland and includes the efforts of
Ioannis Tsamardinos and Carl Anderson. Oth-
er efforts to apply AI plan-generation and plan-
execution technology to develop intelligent
workflow-style systems include the IWCM Pro-
ject at SRI International (Berry and Myers
1999) and the Enterprise Project at the Artifi-
cial Intelligence Applications Institute (Stader
1998; Drabble, Lydiard, and Tate 1998). Like
PMA, the IWCM Project is relatively new, and
comparisons between the projects are not yet
possible. Although some of the capabilities of
PMA overlap with that of the Enterprise Project,
the approaches taken in the two efforts are
quite different. 

To illustrate the behavior of PMA and show
how it includes the types of reasoning process
already discussed, we describe a sample inter-
action with it. PMA has knowledge of the struc-
tured activities—the plans or procedures—that
its user typically performs. For example, a PMA

for use in a physician’s office would know the
steps involved in carrying out diagnostic pro-
cedures, preparing a patient for surgery, and
handling insurance forms. The activity of
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scheduled for December 15, a patient reminder
is automatically scheduled for December 13.

Fourth, whenever the user attempts to form
a new commitment, PMA performs temporal
and causal reasoning to determine whether it
is consistent with the user’s previous commit-
ments. If PMA determines that certain addition-
al constraints are required to ensure consisten-
cy, it notifies the user of these additional
constraints, which we call forced constraints. If
PMA determines that there is a conflict between
the new commitment and prior commitments,
it suggests ways to resolve the conflict.

Fifth, PMA can assess the cost of executing a
plan in the context of existing commitments
and notify the user if the cost fails to exceed
some specified threshold.

Sixth, as time passes, PMA monitors the exe-
cution of the user’s activities and reminds the
user when deadlines are approaching. It also
reasons about the tightness of the schedule. For
example, if there is little slack at some future
periods, PMA might suggest taking early action.

The initial version of PMA has been im-
plemented on a PENTIUM platform, using Alle-
gro Common Lisp for WINDOWS. To date, we
have implemented the first five capabilities
just listed, using the methods discussed earlier
in the article, but to date, they are only imple-
mented for nonhierarchical plans. The exten-
sion of these capabilities to hierarchical activi-
ties, and the implementation of execution
monitoring, is part of our ongoing effort. Our

current knowledge base contains plans for an
academic user. Figure 4 illustrates the user’s
view of PMA.

Conclusions
As the strong assumptions of classical plan-
ning are being abandoned, the possibility of
constructing powerful, autonomous agents is
increasing. We have argued, however, that bet-
ter planners, which can generate plans for
dynamic, uncertain, multiagent environ-
ments, are not enough. There’s more to life
than plan generation! Autonomous agents in
dynamic, multiagent environments also need
to be able to manage the plans they generate.
They need to determine which planning prob-
lems and opportunities to consider in the first
place. They need to be able to weigh alter-
native incomplete plans and decide among
competing alternatives. They need to be able
to form incomplete plans now, adding detail
later, and thus, they need to be able to decide
how much detail to include now and when to
add more detail. They need to be able to inte-
grate plans with one another and to decide
when to treat an existing plan as an inflexible
commitment and when, instead, to consider
modifications of it. They also need to be able
to do all this in a way that comports with the
inherent bounds on their computational
resources.
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Figure 4. PMA: The User’s View.
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