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Abstract

In this paper we try to derive the discrete Kalman Filters as the Minimax estimator and the Bayes estimator, by using recursive the Minimax theory and the Bayes theory, and then we compare and examine the efficiencies of these two Kalman Filters by means of the mean square error (MSE) which is the criterion for comparison of estimators.
1. Introduction

Since the introduction in the mid 1950s, the filtering techniques developed by Kalman, and by Kalman and Bucy([6],[7]) have been widely known and widely used in all areas of applied sciences. Starting with applications in aerospace engineering, those include quality control, navigation and many others. Indeed, the Kalman Filter is based on a Bayesian estimation technique and many of the resulting methodologies have a Bayesian foundation, thus it is interesting that the theory and methodology of linear dynamic models is not very familiar to statisticians. Recently, however statisticians are beginning to study the linear dynamic models and use it with some of the standard statistical problems([2],[8],[11]). The standard approach for estimating the parameters is to use the equations associated with the Kalman Filter. A good introduction and derivation of the formulas is found in Meinhold and Singpurwalla ([9]), and Klugman([8]).

The Kalman Filter that will be considered in this paper, is an inference procedure that consists of a linear model defined at discrete times $t=1,2,3,...$ and a stochastic linear relation between the unknown parameters at time $t+1$ and at $t$. Thus we follow the following steps; at first given initial prior mean and variance using the stochastic linear relation above the linear Bayes estimator(BE) and the Minimax-linear estimator(MILE) are obtained at $t=1$, at second from the stochastic linear relation above the updated dispersion is obtained, at third the linear BE, the MLE and the updated dispersion in second step serve as a new prior mean and dispersion, at fourth using the new prior mean and dispersion the linear BE and the MLE are obtained again, finally we will repeat these processes.

The aim of this paper is to derive the minimax and the Bayes versions of the Kalman Filter by using recursive the most general parametric of estimators from both the Bayes estimator(BE) and the minimax estimator(MLE), and then compare, and examines the efficiencies of these two Kalman Filters. This paper is divided into three parts. The first part(Section 2) summarizes the general results of the BE and the MILE which have include only materials rather directly relevant to our discussions in the sequel. The second part(Section 3) formulates the Kalman Filters as the BE and the MILE by using recursive the most general parametric form of the BE and the MLE. The third part(Section 4) compares and examines the efficiencies of these two Kalman Filters by means of MSE(the mean square error) which is the criterion for the comparison.

2. The general results of the MILE and the BE

In this section, we will summarize the well known results of the MILE and the BE which have included only materials rather directly relevant to our discussions in the sequel. Minimax estimation in linear models has recently received attention in statistical literature. If one has prior information on the unknown parameter vector $\beta$ such that $\beta$ may be assumed to lie in a concentration ellipsoid, the resulting unbiased the MLE has the same form of the BE. A fairly extensive discussion of the problems of minimax-estimation can be found in Rao([10]) and Toutenburg([12]).

Now consider linear model (an observation equation),

$$ Y = X\beta + \xi, \quad (2.1) $$
where the matrix $X$ is a known $n \times m$ matrix of rank $s \leq m$, the unknown parameter $\beta$ is an $m$ dimensional vector, and $Y$ and $\varepsilon$ are $n$ dimensional random variables. Assume that $\beta$ is a random variable with known prior mean and known dispersion given by

$$E(\beta) = \theta$$

and

$$D(\beta) = F_m, \quad (2.2)$$

and assume that

$$E(\varepsilon | \beta) = 0 \quad \text{and} \quad D(\varepsilon | \beta) = \sigma^2 I. \quad (2.3)$$

where $I$ denotes an appropriate identity matrix. Let the parameter space,

$$\Omega = \{ \beta : (\beta - \theta)^T G (\beta - \theta)^{-1} \leq 1 \}, \quad (2.4)$$

where $G$ is a positive definite (PD) matrix. Consider a linear estimator of the parametric form

$$P' \beta = P' \beta + L'(Y - X \beta), \quad (2.5)$$

where the symbol $(\cdot)'$ means the transposition of $(\cdot)$. The risk or MSE of $P' \beta$ is

$$\text{MSE}(P' \beta) = E[(\beta - \theta)(\beta - \theta)^T P], \quad (2.6)$$

Differentiating with respect to $L$, let the result be equal to zero,

$$\frac{\partial}{\partial L} \text{MSE}(P' \beta) = 2X F_m X' - 2P' F_m X' + 2L \sigma^2 = 0 \quad (2.9)$$

Thus, since $XF_mX'$ is a non-negative definite (NND) matrix, the expression in (2.9) is minimized when

$$L' = P' F_m X'(XF_mX' + \sigma^2 I)^{-1}. \quad (2.10)$$

Thus, substituting (2.10) into (2.5) the MLE is given by

$$P' \beta = P' \beta + P' F_m X'(XF_mX' + \sigma^2 I)^{-1}(Y - X \beta). \quad (2.11)$$

Next the BE under the assumptions of (2.1), (2.3) and $E(\beta) = \theta$, $D(\beta) = F_b$ is given by the lemma 3.1 in J.G.Kim([4]). We have this by the following lemma.

**Lemma 2.1** The general parametric form of the BE relative to the assumptions in (2.1), (2.3) and $E(\beta) = \theta$, $D(\beta) = F_b$ is given by

$$P' \beta = P' \beta + P' F_b X'(XF_b X' + \sigma^2 I)^{-1}(Y - X \beta). \quad (2.12)$$

We observe that the MLE (2.11) and the BE (2.12) were each obtained by solving a different optimization problem. However the forms of the MLE and the BE are exactly the same if $D(\beta) = F_m = F_b$.

The criterion for comparison of estimators will usually be the mean square error (MSE). With respect to a matrix loss function the MSE is the matrix

$$\text{MSE}(P' \beta) = P'E[(\beta - \theta)(\beta - \theta)^T P], \quad (2.13)$$
where \( \hat{\theta} \) is an estimator of unknown parameter \( \theta \). It was shown that more precise prior information led to an estimator with smaller average MSE in the theorem 4.2 in J.G.Kim[5]. We take this result as the following theorem with rewriting form.

**Theorem 2.2** Suppose that \( F_m - F_b \) is non-negative definite. Let \( P' \hat{\theta}_b \) be the BE associated with prior mean \( \theta \) and dispersion \( F_b \). Let \( P' \hat{\theta}_m \) be the MLE associated with prior mean \( \theta \) and dispersion \( F_m \). Then

\[
\text{MSE}(P' \hat{\theta}_b) \preceq \text{MSE}(P' \hat{\theta}_m) .
\]

(2.14)

Hence we see that if \( F_m \preceq F_b \), then

\[
\text{MSE}(P' \hat{\theta}_b) = P' F_b P - P' F_b X' (X F_b X' + \sigma_I)^{-1} X F_b
\]

\[
\preceq P' F_m P - P' F_m X' (X F_m X' + \sigma_I)^{-1} X F_m = \text{MSE}(P' \hat{\theta}_m) .
\]

(2.15)

3. The Kalman Filters as the MILE and the BE

In this section, in the light of the iterative procedure in the previous section 1, we will now derive the mathematical presentation of Kalman Filters as the MILE and the BE by using the results of the section 2. For discrete time points \( t=0,1,2,3,\ldots \), consider a linear model (an observation equation) ([1]),

\[
Y(t) = X(t) \hat{\theta}(t) + \varepsilon(t) ,
\]

(3.1)

where \( Y(t) \) is an \( n \) dimensional vector of observation, \( X(t) \) a fixed nonrandom \( n \times m \) matrix (or design matrix) of rank \( s(t) \preceq m \), \( \hat{\theta}(t) \) an \( m \) dimensional random vector of unknown parameter (or the state of the system at time \( t \)), \( \varepsilon(t) \) an \( n \) dimensional observation error vector. The error vector \( \varepsilon(t) \) satisfies

\[
E(\varepsilon(t) | \hat{\theta}(t)) = 0 \quad \text{and} \quad D(\varepsilon(t) | \hat{\theta}(t)) = \sigma_\varepsilon(t) I ,
\]

(3.2)

where the symbols \( E \) and \( D \) denote respectively the mean and the dispersion of \( \varepsilon(t) \), and \( I \) denotes the appropriate identity matrix. The \( \hat{\theta}(t) \) are random variables and thus the dynamic feature, that is, the stochastic linear relationship between \( \hat{\theta}(t) \) and \( \hat{\theta}(t-1) \) is given by the system equation,

\[
\hat{\theta}(t) = M(t) \hat{\theta}(t-1) + V(t) \quad (t = 1, 2, 3, \ldots) .
\]

(3.3)

where \( M(t) \) is an \( m \times m \) nonrandom system transition matrix and \( V(t) \) is an \( m \) dimensional system error vector satisfying

\[
E(V(t) | \hat{\theta}(t)) = 0 \quad \text{and} \quad D(V(t) | \hat{\theta}(t)) = \sigma_V(t) I .
\]

(3.4)

The vector \( V(t) \) and vector \( \sigma_V(t) I \) are vector white noise;

\[
E(V(t), V'(t)) = \begin{cases} \sigma_V(t) & \text{for } t = \tau \\ 0 & \text{otherwise} \end{cases} \quad \text{and} \quad E(\varepsilon(t), \varepsilon'(t)) = \begin{cases} \sigma_\varepsilon(t) & \text{for } t = \tau \\ 0 & \text{otherwise} \end{cases} .
\]

(3.5)

The disturbances \( V(t) \) and \( \sigma_V(t) I \) are assumed to be uncorrelated at all logs;

\[
E(V(t), \varepsilon(t)) = 0 \quad \text{for all } t \text{ and } \tau ,
\]

(3.6)

and also we assume that \( \hat{\theta}(t) \) and \( Y(t) \) are uncorrelated with any realization of \( V(t) \) or \( \sigma_V(t) I \),
for \( t = 1, 2, 3 \ldots \). For \( t = 0 \) let the prior assumption be
\[
E(\psi(0)) = \phi \quad \text{and} \quad D(\psi(0)) = F_m(0),
\]
where \( \phi \) and \( F_m(0) \) are the initial values of an \( m \)-dimensional vector and \( m \times m \) PD matrix.

From (3.3) notice that
\[
E(\psi(1) \mid Y(0)) = M(1) \phi \quad \text{and} \quad D(\psi(1) \mid Y(0)) = M(1)F_m(0)M'(1) + \phi^2(1),
\]
where the symbol \( ^\prime \) means the transposition. Let
\[
\phi(1) = M(1) \phi \quad \text{and} \quad F_m(1) = M(1)F_m(0)M'(1) + \phi^2(1).
\]

This is the new prior mean and dispersion. Now let the parameter space at time \( t = 1 \) be
\[
\psi(1) = \{ \psi(1) : (\psi(1) - M(1) \phi)(\psi(1) - M(1) \phi)^\prime G^*(1) = F_m(1) \},
\]
where \( G^*(1) \) is PD. Following the method of section 2, a linear estimator of the parameteric form
\[
P' \psi(1) = P' \phi + L'(1)(Y(1) - X \phi),
\]
is considered. At the first step, the maximum MSE of (3.12) on ellipsoid (3.11) is obtained in terms of \( L(1) \), and at the second step, the \( L(1) \) that minimize the value of the expression obtained in the first step is found, and at final step the optimum estimator is obtained. Now, for \( \psi(2) = M(2) \phi(1) \) and
\[
D(\psi(2) \mid Y(1)) = E(\psi(2) - E(\psi(2))^\prime (\psi(2) - E(\psi(2))^\prime )')
\]
\[
= E[M(2) \phi(1)+ V(2) - M(2) \phi(1)][M(2) \phi(1)+ V(2) - M(2) \phi(1)]'
\]
\[
= M(2)E[(\psi(1)- \phi(1))(\psi(1)- \phi(1))^\prime ]M'(2) + E(V(2)V'(2))
\]
\[
= M(2)P(1 \mid 1)M'(2) + \phi^2(2) = F_m(2),
\]
where, on \( \psi(1) \)
\[
P(1 \mid 1) = \max \{ \psi(1) \mid \psi(1) \} - \phi(1) \} \phi(1) \} \}
\]
\[
= F_m(1) - F_m(1)X'(1)(X(1)F_m(1)X'(1) + \phi^2(1)I)^{-1}X(1)F_m(1) ,
\]
the optimum estimator is obtained again. At the \( r \)th step let
\[
\psi(t) = \{ \psi(t) : (\psi(t) - M(t) \phi(t-1))(\psi(t) - M(t) \phi(t-1))^\prime G^*(t) = F_m(t) \},
\]
where
\[
F(t) = M(t)P(t-1 \mid t-1)M'(t) + \phi^2(t)
\]
and, on \( \psi(t-1) \) \{3\},
\[
P(t-1 \mid t-1) = \max \{ \psi(t-1) - \phi(t-1) \} \phi(t-1) \} \}
\]
\[
= F_m(t-1) - F_m(t-1)X'(t-1)(X(t-1)F_m(t-1)X'(t-1) + \phi^2(t-1)I)^{-1}X(t-1)F_m(t-1) .
\]

From (2.6) the linear estimator of the parameteric form
\[
P' \psi(t) = P'M(t) \psi(t-1) + L'(t)(Y(t) - X(t)M(t) \phi(t-1))
\]
has MSE of \( P' \psi(t) \) with
\[
MSE(P' \psi(t)) = (L'(t)X(t) - P')F_m(t)(X'(t)L(t) - P) + \phi^2(t)L'(t)L(t) .
\]

Its maximum \( \psi(t) \) is
\[
MSE(P' \psi(t)) = (L'(t)X(t) - P')F_m(t)(X'(t)L(t) - P) + \phi^2(t)L'(t)L(t) .
\]
Differentiating with respect to $L(t)$, let the result be equal to zero:

$$
\frac{\partial \Phi}{\partial \Phi(t)} = 2X(t)F_m(t)X'(t)L(t) - 2P'F_m(t)X' \left(t\right)+ 2L(t)P'(t) = 0. \tag{3.19}
$$

Thus, since $X(t)F_m(t)X'(t)$ is non-degenerate, the expression in (3.19) is minimized if

$$
L'(t) = P'F_m(t)X'(t)(X(t)F_m(t)X'(t) + P'(t)I)^{-1}. \tag{3.20}
$$

Thus, from (3.16) and (3.20) the resulting minimax version of the Kalman Filter is

$$
P'(t) = P'M(t)\Phi(t-1) + P'F_m(t)X'(t)(X(t)F_m(t)X'(t) + P'(t)I)^{-1} Y(t-1) - X(t)M(t)\Phi(t-1)). \tag{3.21}
$$

Similarly, for $t = 0$ let the prior assumptions be

$$
E(\Phi(0)) = \Phi_0 \quad \text{and} \quad D(\Phi(0)) = F_0. \tag{3.22}
$$

where $\Phi_0$ and $F_0$ be the initial values of $m \times m$ PD matrix. From (3.3) notice that

$$
E(\Phi(1) | Y(0)) = M(1)\Phi_0 \quad \text{and} \quad D(\Phi(1) | Y(0)) = M(1)F_0M'(1) + P'(1). \tag{3.23}
$$

Thus, from (2.12) we have

$$
P'(\Phi(t)) = P'M(1)\Phi(t) + P'F_0(X'(1)(X(t)F_0X'(1) + P'(1)I)^{-1} Y(t-1) - X(t)M(1)\Phi(t). \tag{3.24}
$$

The $P'(\Phi(t))$ is obtained for the prior assumptions

$$
\Phi(t) = M(2)\Phi(t-1) \quad \text{and} \quad F(t) = M(2)P(1 | t-1)M'(2) + P'(2), \tag{3.25}
$$

where $\Phi(t)$

$$
P(1 | t-1) = E[(\Phi(t-1) - \Phi(t-1))](\Phi(t-1) - \Phi(t-1))']

= F_0(t-1) - F_0(t-1)X'(1)(X(t)F_0X'(1) + P'(1)I)^{-1} X(t)F_0(t). \tag{3.26}
$$

Once $P'(\Phi(t-1)$ is obtained, $P'(\Phi(t)$ is the BE for the prior assumptions with

$$
E(\Phi(t) | Y(t-1)) = M(t)\Phi(t-1) \quad \text{and} \quad D(\Phi(t) | Y(t-1)) = M(t)P(t-1 | t-1)M'(t) + P'(t) \tag{3.27}
$$

where

$$
P(t-1 | t-1) = F_0(t-1) - F_0(t-1)X'(t-1)(X(t)F_0(t-1)X'(t-1) + P'(t)I)^{-1} X(t)F_0(t-1). \tag{3.28}
$$

Thus the resulting Bayes version of the Kalman Filter is given by

$$
P'(\Phi(t)) = P'M(t)\Phi(t-1) + P'F_0X'(t)(X(t)F_0X'(t) + P'(t)I)^{-1} Y(t-1) - X(t)M(t)\Phi(t). \tag{3.29}
$$

The above derivations show how the Kalman Filters consist of an iterative MLE or BE where each iteration provides the prior information for the next step. The coefficient matrix in (3.21) or in (3.29) is known as the gain matrix and is denoted respectively,

$$
K_m(t) = F_m(t)X'(t)(X(t)F_m(t)X'(t) + P'(t)I)^{-1}, \quad K_b(t) = F_0(t)X'(t)(X(t)F_0(t)X'(t) + P'(t)I)^{-1}. \tag{3.30}
$$

Equations (3.21) and (3.29) along with the definitions of $K_m(t)$ and $K_b(t)$ in (3.30) will produce respectively

$$
P'(\Phi(t)) = P'M(t)\Phi(t-1) + P'K_m(t)(Y(t) - X(t)M(t)\Phi(t-1)) \tag{3.31}
$$

and

$$
P'(\Phi(t)) = P'M(t)\Phi(t-1) + P'K_b(t)(Y(t) - X(t)M(t)\Phi(t-1)). \tag{3.32}
$$
The Comparison of Efficiencies of two Kalman Filters

In section 2 theorem 2.2 shows that more precise prior information led to an estimator with smaller average MSE. In this section we will now show that for the Kalman Filter more precise initial prior information gives an estimator with a smaller MSE for each value of time $t$. Thus consider two Kalman Filters where the initial prior information is of the form

$$E(\mathbf{y}(0)) = \mathbf{0} \quad \text{and} \quad D(\mathbf{y}(0)) = F_m(0) \quad (4.1)$$

$$E(\mathbf{y}(0)) = \mathbf{0} \quad \text{and} \quad D(\mathbf{y}(0)) = F_b(0) \quad (4.2)$$

Let $P'_m(t)$ be the MLE associated with the initial prior information (4.1), derived at that $t$th stage. Let $P'_b(t)$ be the BE associated with the initial prior information (4.2), derived at that $t$th stage. Then

$$F_b(0) < F_m(0) \implies \text{MSE}(P'_b(t)) < \text{MSE}(P'_m(t)) \quad (4.3)$$

In order to prove (4.3) we use mathematical induction and theorem 2.2. By theorem 2.2 and (2.15), the result is true for $t = 1$;

$$\text{MSE}(P'_b(1)) = P'_b(1) - P'_b(1)(X(1)F_b(1)X'(1)+ \Phi_b(1))^{-1}X(1)F_b(1)$$

$$\leq P'_b(1) - P'_m(1)(X(1)F_m(1)X'(1)+ \Phi_m(1))^{-1}X(1)F_m(1) \quad (4.4)$$

$$= \text{MSE}(P'_m(1))$$

Assume that it holds true for $t = t$;

$$\text{MSE}(P'_b(t)) < \text{MSE}(P'_m(t)) \quad (4.5)$$

Now

$$F_b(t+1) = M(t+1)\text{MSE}[P'_b(t)]M'(t+1) + \Phi_b(t+1)$$

$$\leq M(t+1)\text{MSE}[P'_m(t)]M'(t+1) + \Phi_m(t+1) = F_m(t+1) \quad (4.6)$$

and

$$F_b(t+2) = M(t+2)\text{MSE}[P'_b(t+1)]M'(t+2) + \Phi_b(t+2)$$

$$\leq M(t+2)\text{MSE}[P'_m(t+1)]M'(t+2) + \Phi_m(t+2) = F_m(t+2) \quad (4.7)$$

at stage $t+1$, from theorem 2.2,

$$\text{MSE}(P'_b(t+1)) \leq \text{MSE}(P'_m(t+1)) \quad (4.8)$$

This completes the proof of (4.3). From (4.3) we arrive at the following conclusions;

$$F_b(0) < F_m(0) \implies \text{MSE}(P'_b(t)) < \text{MSE}(P'_m(t))$$

$$F_b(0) = F_m(0) \implies \text{MSE}(P'_b(t)) = \text{MSE}(P'_m(t)) \quad (4.9)$$

$$F_b(0) > F_m(0) \implies \text{MSE}(P'_b(t)) > \text{MSE}(P'_m(t))$$
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