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<Abstract>

Natural Language Processing and Punctuation Marks

Kyung-Ho Yi
Korea University

We very often use punctuation marks in processing of communication with others in written language.
And up until now punctuation marks are interpreted only by human beings. But, metaphorically speaking,
computer, a new interpreter, became the new user of punctuation marks. The advent of the new age was
possible by virtue of natura language processing. In order to help understanding this situation, | explain
how punctuation marks are processed in natura language processing.

In Chapter 1, | briefly examine natura language processing in general. In Chapter 2, | explain the
information encoded in punctuation marks and | think of the rde and the place of punctuation marks
processor. Further, | argue for the stages of punctuation mark processing classified into pre-morphological
analysis stage and in-syntactic analysis stage. This classification reflects the levels of information that
punctuation marks have.

In Chapter 3, | dea with the processing of punctuation marks for the morphoogical anaysis. This
process means the operation of diminating obstades from morphoogical analysis. In this chapter,
punctuation marks are dassified into space character, single marks and pair marks. Single marks function
by themseves and pair marks so as fair. Pair marks have scope of operation and the scope often appear
in multi word segments, which cause difficulties in processing.

In Chapter 4, | ded with the processing of punctuation marks for the syntactic analysis. In many topics,
| focus on the determination of one sentence, comma and the rdationship with punctuation marks and
types of sentence. First, the determination of one sentence means the process that input strings are divided
into one sentence as a unit of syntactic anaysis. This process deds with dot, question mark and
exclamation mark. And quotations increase difficulties of processing. Second, commas have much
information of syntactic structures, such as sentence components and modification. | focus on availabilities
of the information in terms of language processing. Findly, in spite of subsidiary conditions, we use
punctuation marks in order to determine sentence types. That is to say, if fina endings have ambiguity of
sentence type indication, we use punctuation marks as a determiner of sentence types.



