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VI. 결론

<초록>

스팸 메일과 같은 수신자의 의사와 관계없이 불특정 다수에게 무작위로 발송되는 광고성 이메일을 일컫는 말로, 볼크(bulk)메일, 정크(junk)메일, 억송신신청(unsolicited)메일과도 유사한 의미로 사용된다. 스팸 메일은 비용이 저렴하고 단순하기 때문에 사업자들은 마케팅 수단으로 선호하지만, 사용자들은 이러한 스팸 메일로 인해 정신적, 물리적 스트레스를 받을 뿐 아니라, 이를 흡수하는 과정에서 사용되는 메일 서버에 과도한 부하를 준다. 또한 공공의 성격을 지닌 네트워크 자원을 아무런 비용의 지불 없이 독점하는 등 사회 전반에 걸쳐 상당한 피해를 줄 수 있다.

본 연구에서는 데이터 마이닝의 기법 중 분류 문제(classification task)에 많이 사용되는 인
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공신경망(artificial neural networks)과 의사결정나무(decision tree)기법을 이용하여 스팸 메일의 분류와 예측을 위한 모형을 구축한다.
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1. 서론

정보화 사회가 가져다 준 가장 큰 선물 중 하나로 이-메일(e-mail)을 꼽는다. 일반인들은 이메일을 편지나 전화를 대체하는 정도의 도구로 활용하지만 기업 환경에서 이메일 사용은 업무공간의 극복, 사내 커뮤니케이션의 극대화 등의 장점을 제공하면서 회사 내 업무흐름을 체계적으로 변화시키는 핵심을 이끌어왔다.

그러나 최근 중요 사회문제가 되고 있는 스팸 메일(spam mail)의 등장은 이-메일의 편리성에 커다란 반대감을 제공하고 있다. 스팸 메일이란 수신자의 의지와 관계없이 불특정 다수에게 무작위로 발송되는 광고성 이-메일을 일컫는 말로, 벌크(Bulk)메일, 잔크(Junk)메일, 언솔리시티드(Unsolicited)메일과도 유사한 의미로 사용된다(Cranor and LaMacchia, 1998).

스팸 메일은 사용자들 개인에게 정신적, 물리적 스트레스를 줄 뿐 아니라, 조직의 업무 진행을 지연시키며, 나아가 공공자원 네트워크 용량에 의한 피해 등 사회 전 분야에 걸쳐 부정적인 영향을 미치고 있다.

본 연구에서는 스팸 메일의 정의와 유형, 문제점, 사회적 문제 등에 관해 살펴보고, 데이터 마이닝 기법을 활용하여 스팸 메일을 사전에 분류할 수 있는 필터링(filtering) 모형의 구축방법론을 제시한다.

본 연구의 구성은 다음과 같다. 2장에서는 스팸 메일의 정의 및 유형, 그리고 문제점들 을 중심으로 살펴보고, 3장에서는 인공신경망과 의사결정나무 분석을 중심으로 모형구축을 위한 데이터 마이닝 방법론에 관해 설명한다. 4장에서는 본 연구에서 제시하고 있는 스팸 메일 분류예측 모형에 관해 설명하며, 5장에서는 모형의 성과를 제시하고, 분석해 본다. 마지막으로는 결론과 본 연구의 의의 및 한계에 관해 논한다.
II. 스팸 메일의 정의와 유형, 문제점

1. 스팸 메일의 정의

스팸 메일이란 수신자의 의사와 관계없이 불특정 다수에게 무작위로 발송되는 광고성 이-메일을 일컫는다. 빌크(Bulk)메일, 장크(Junk)메일, 언솔리시티드( Unsolicited) 메일과도 유사한 의미로 사용된다(Cranor and LaMacchia, 1998).

스팸이 본격적으로 시작된 것은 1995년 4월, 미국에서 법률사무소를 운영하던 로렌스 켄트와 이사 시절부터 '배스포트'라는 프로그램을 작성하여 5~6000개에 달하는 뉴스그룹 게시판을 통해 그린카드를 얻고자 하는 외국인을 상대로 하는 광고성 문구를 무작위로 포스팅하기 시작한데서 비롯되었다. 이중의 동호회 성격을 가진 뉴스그룹의 참여자들은 이들의 무단집단행위에 대해 극도의 분노를 표하기 시작했고, 이에 항의하는 메일이 쏟아져, 이렇게 쏟아지는 메일로 ISP(Internet Service Provider) 회사의 컴퓨터는 다운될 지경에 이르렀고, 그들에게 계정을 제공했던 인터넷 다이렉트사는 그들의 계정을 과감히 삭제해 버렸다(Cranor and LaMacchia, 1998).

이후 미국의 스팸의 황제라 불리우는 사이버프로모션사의 회장인 스탠폴드 왜러스는 PC통신 이용자들의 전자우편주소를 데이터베이스로 만들어 광고주에게 판매하였고, 1996년 4월 AOL은 스팸 메일의 60%가 왜러스가 판매한 목록에서 비롯됐다며 왜러스를 미 법원에 고소하였다. 1996년 11월 미국 뉴욕의 연방법원은 AOL의 손을 들어주었고 왜러스는 폐소하였다(정재윤, 2000).

스팸머(Spammer: 스팸 메일을 보내는 사람)들은 주로 ISP나 PC통신 아이디를 무작위로 스팸핑한다. 스팸 메일은 많은 사용자들에게 스트레스의 요인이 되고 있다. 스팸 메일 하나를 읽는데 비용 및 초 밖에 소요되지 않는다고 해도 타인의 시간을 반값계적으로 쪼개는 것이나 다름없고 누적되면 상당한 시간적, 비용적 손실을 가져오게 된다. 최근에는 스팸 메일을 발송할 목적을 가진 사람들을 위한 이-메일 주소 수집기와 같은 소프트웨어까지 등장하고 있으며, 메일 바이러스를 타고 유포되는 경우까지를 포함한 스팸 메일의 문제점은 무시할 수 없는 정황에 이르고 있다(Gillin, 1999). 또한 스팸 메일을 발산하고 수신하는 과정에서 이용되는 메일 서버에 엄청난 부하를 주고 공공의 성격을 지니는 네트워크 자원을 아무런 비용의 지불 없이 독점하게 되는 좋은 것은 결과를 가져온다(정재윤, 2000).
2. 스팸 메일의 유형

가. 인커밍 스팸(Incoming Spam)

네트즌들이 일반적으로 받아보는 메일 유형으로, 개인 메일계정 혹은 해당 개인이 속한 메일 서버로 보내지는 스팸 메일들을 말하며, 유희적으로 인한 회전비용의 증가와 폭탄메일로 인한 서버 다운현상들이 나타날 수 있다. 또한, 불법적인 정보들과의 남발에 의한 특정 개인과 해당 개인이 운영하는 사이트의 이용자들에게 피해가 돌아간다.

나. 릴레이 스팸(Relay Spam)

인커밍 스팸보다 심각한 경우로서 스팸머(spammer)가 자신의 메일 서버가 아닌 상대방이 속한 메일 서버를 이용하여 제 3자에게 스팸 메일을 발송하는 경우이다. 이 경우는 인커밍스팸의 피해뿐만 아니라 상대방이 속한 그룹이 스팸이라고 오해를 받고 인터넷 서비스업체(ISP)들로부터 메일 발송을 거부당하기도 한다.

3. 법적 규제와 문제점

스팸에 대한 침범논쟁은 국내 뿐 아니라 전 세계적으로 활발히 전개되고 있다. 개인의 프라이버시를 중요하게 여기는 이들은 스팸에 대한 강력한 규제를 요구하고 있고, 상업성광고를 위해 주로 스팸 메일을 사용하는 온라인 사업자들은 스팸에 대한 규제가 인터넷상거래를 위축시킬 것이라고 맞서고 있다(한국경제, 1999).

미국에서는 수정헌법 1조와 관련하여 논란이 분분한 반면, 국내에서는 1999년 7월, 스팸메일 발송에 대해 500만원의 벌금을 부과하는 법안이 통과되었다(정보통신 이용에 관한 법률 제32조).

제32조[과태료] 불법 또는 부당한 방법으로 보호조치를 침해하거나 훼손하는 경우에 해당자는 500만원의 과태료에 처한다.

스팸 메일의 피해가 심각해지면서 2000년 7월 미국 연방정부는 18개 주에서 2년간에 걸쳐 만든 초안에 따라 광고임을 밝히지 않은 광고메일, 인터넷서비스업체의 정책에 위반되는 메일, 정보제공을 위장한 허위메일, 송신 없이 스팸 메일을 발송하기 위해 다른 도메인을 사용한 경우, 적발되면 메시지 당 50달러, 하루 500달러, 최고 2만 5000달러의 벌금을 물도록 하는 법안을 통과시켰다. 그러나 워싱턴주와 캘리포니아주에서는 반스팸 메일법이 상거래 활동관련법에 저촉된다SPARENT한 결정이 나오기도 해서 주마다 시행의 차질을
imeType 기법을 활용한 스팸 메일 분류 및 예측모형 구축에 관한 연구 93

feit고 있다(http://www.paniu.com).

미국의 의회에서 입법하고 있는 스팸규제 법안은 스팸을 전면 금지하는 Netizen Protection Act 법안(뉴저지주), 스팸은 허용하지 출처와 광고라는 사실을 명시하라는 법안(알래스카 주), 스팸업체들에 대한 엄격한 관리를 요구하는 전자메일상자보호법안(뉴저지주) 등 다양하다(http://www.cauce.org).

국내적으로 법적인 규제를 시행하고 있지만, 법조항의 허점을 이용하는 경우들이 많아 현실적인 적용은 제대로 되지 않고 있는 실정이다. 국내의 경우 비영리 목적의 광고성 메일에 대해서는 전산방법으로는 어떠한 제도도 가할 수가 없도록 되어 있다. 예를 들어 개인이 비영리적인 목적으로 개인홈페이지를 홍보하기 위해서, 혹은 정치적인 목적으로 선거운동을 하기 위해서 무작위로 뽑은 이메일 주소로 메일을 보낸다고 할 때 이는 일반 네티즌들에게는 스팸 메일로 인식되며, 개인 정보유출, 사이버상의 개인적 영역의 침해 등 스팸이 가지는 여러 가지 해악을 갖고 있지만 현재 전산방법으로는 스팸으로 규정하지 않는다.

또한 수신자가 거부의사를 보내기 전에는 스팸을 동일인에게 계속 보낸다 하면 주의가 되지 않는다고 명시되어 있다. 전산방법은 스팸을 명분으로 급히하고 있지만 스팸의 정의를 잘못 규정하고 있고 수신자가 거부의사를 보내더라도 스팸 발송자는 처음 1회는 아무런 제약 없이 보낼 수 있기 때문에 스팸 발송자로서는 스팸발송의 효과를 충분히 볼 수 있다(정재윤, 2000).

4. 스팸막기

스팸 메일을 통한 피해가 국내외 곳곳에서 발견되자, 이를 기술적으로 막는 많은 수단들이 등장했다. 전자우편 서버인 SMTP의 환경설정에는 이런 스팸을 막을 수 있는 기능이 기본으로 내장되기 시작했다(한국경제, 1999).

실제로 국내외의 몇몇 ISP들은 자체 기술로 SMTP서버에 스팸방지 기능을 강화하였으며, 네트즌들이 많이 이용하고 있는 유도라와 같은 메일 클라이언트도 필터 기능이 내장되어 이런 광고 편지들은 자동으로 걸러낼 수 있도록 하고 있다. SMTP서버와 메일 클라이언트 프로그램에서의 필터링 기능은 점차 확대되고 있는 추세이다. 특히 대표적인 웹브라우저인 넷스케이프와 MS 익스플로러에서는 기본적으로 필터링 옵션이 장착되어 있다(경영과 컴퓨터, 1999).

1996년부터 스팸을 극복하기 위한 새로운 방법들이 등장하기 시작했는데, 대표적인 것인 Opt-In(선참여) 방식과 Opt-out(선정적불참)방식이다.

먼저 Opt-Out방식이란 광고업자들이 그들의 리스트에서 이름을 지울 기회를 제공하면서 보다 더 주의를 기울여 소비자의 신뢰를 확보하는 것이다. 그러나 받는 사람의 입장

스팸으로부터 네티즌을 보호하려는 노력이 활발히 전개되고 있지만 시간과 공간을 초월한 대량 살포라는 기술적 장점과 악명성이라는 문화적 특성 때문에 완벽하게 막는다는 것은 현실적으로 불가능하여, 여전히 많은 인터넷 사용자들은 스팸 메일로부터 시달리고 있다.

### III. 데이터 마이닝 기법

데이터 마이닝이란 대용량의 데이터로부터 이들 데이터 내에 존재하는 관계, 패턴, 규칙 등을 탐색하고 찾아내어 모형화함으로써 유용한 지식을 추출하는 일련의 과정들을 말한다. 주로 분류(classification), 측정(estimation), 시계열 예측(time-series prediction), 군집화(clustering) 등의 문제에 많이 활용되고 있다. 스팸 메일 필터링 모형의 경우 결국 "분류" 문제이기 때문에 데이터 마이닝 기법의 활용이 가능하다. 본 장에서는 분류문제의 해결에 유용한 데이터 마이닝 기법들인 인공신경망(artificial Neural networks)과 의사결정 나무(decision tree)에 대하여 설명한다.

1. 인공신경망(Artificial Neural Network)

가. 인공신경망 개요

인공신경망은 기존의 컴퓨터 구조로부터 과감하게 벗어나 생물학적 두뇌의 작동 원리를 그대로 모방하여 새로운 형태의 계산도구를 만들고자 하는 것이다(이재규 외, 1996). 즉 인간이 경험으로부터 학습해가는 두뇌의 신경망 활동을 모방하여 자신이 가진 데이터로부터의 반복적인 학습 과정을 거쳐 패턴을 찾아내고, 이를 일반화함으로써 특히 향후를 예측하고자 하는 문제에 있어서 유용하게 사용되는 기법이다. 또한 인공신경망은 매우 복
잡한 구조를 지닌 데이터들 사이의 관계나 패턴을 찾아내는 유연한 비선형 모형의 하나로, 신경 생리학과의 유사성 때문에 일반적으로 다른 통계적 예측모형에 비해 훨씬롭게 여겨지고 있다.

최초의 인공신경망 모형은 1957년 로젠블랫(Rosenblatt)에 의해 개발된 퍼셉트론(Perceptron)으로 퍼셉트론은 학습이 가능한 기계모형을 제시했고 여러 종류의 분류작업에 적용될 수 있다는 기대감에 많은 사람의 관심을 모았다(Rosenblatt, 1958). 1980년대 중반 입력층, 출력층 그리고 한 개 또는 그 이상의 은닉층을 구조로 하는 새로운 모형들이 제안되었으며, 특히 PDP(Parallel distributed processing)그룹에 의해 폭넓은 연구가 진행되었다. 이 그룹에서 제안한 모형은 은닉층과 백포프로그레이션(back-propagation)학습 알고리즘을 사용함으로써 선택분리문제 뿐만 아니라 여러 가지 문제들을 해결할 수 있는 계기를 마련하였다. 백포프로그레이션 학습알고리즘은 오차를 계산하는 규칙으로써 입력에 대해 원하는 반응과 실제로 얻어진 것들의 차이를 줄여나가는 것이다(Bigus, 1996).

축적된 자료를 이용하여 독립변수와 종속변수간의 결합관계를 추출하여 패턴인식, 분류, 예측 등의 기능을 수행하는 인공신경망 모형은 입력변수와 출력변수가 연속형이나 이산형의 경우 모두를 다룰 수 있고, 입력변수와 결과변수의 관계를 정의하기 어렵고 복잡한 데이터에 대해서도 좋은 결과를 뽑 수 있다는 장점 때문에 다양한 산업분야의 다양한 문제에 적용되고 있으며, 또한 기존의 통계적 기법에 비해 그 예측력이 우수함이 많은 학자들에 의해 증명되고 있다(이건창 등, 1994; Barniv et al., 1997; Bortiz and Kennedy, 1995; Chung and Tam, 1992; Salchenberger et al., 1992; Tam and Kiang, 1992; Wilson and Sharda, 1994).

나. 인공신경망 구조

입력계층(Input layer), 출력계층(Output layer) 그리고 은닉계층(Hidden layer)으로 이루어져 있는 인공신경망은 뉴런을 모형화한 처리요소들을 기본 구성단위로 하고 있다.

처리요소는 여러 다른 처리요소들로부터 입력을 받아들여 $Y_i$라고 표기된 단 하나의 출력값을 생성할 때, 이를 연결된 처리요소들에게 전달한다. 즉 $j$번째 처리요소가 $i$번째 처리요소로부터 전달받은 입력값을 $X_i$라고 표기하는데 $X_i$는 $j$번째 처리요소의 출력값(Y)이다. 생명학적 뉴런들간의 정보전달에 있어 시냅스가 중요한 역할을 담당하고 있어, 처리요소들간의 연결강도를 반영하기 위해 인공신경망에서는 연결가중치 혹은 단순가중치를 사용하고 이를 $W_{ij}$로 표기한다. 각 처리요소들은 전달받은 입력값들과 연결가중치(Synaptic weight)를 사용하여 다음 $<\text{식}1>$과 같이 먼저 순 입력값(net.)을 계산한 후, 이를 $<\text{식}2>$를 이용하여 출력값을 결정한다.
이때 순 입력값을 출력값으로 변환시키는 함수 \( f \)를 전이함수(Transfer function) 또는 활성함수(Activation function)라고 부른다. 인공신경망의 설계 시 전이함수의 결정은 매우 중요하며, 최근 인공신경망의 전이함수로 비선형함수들이 많이 사용되고 있고, 특히 시그모이드(Sigmoid)함수가 많이 사용되고 있다.

다. 인공신경망 특성

인공신경망은 다른 기법들과 비교하여 다음과 같은 특징들을 갖는다(이재규 외, 1996).
첫째, 인공신경망은 초 병렬 분산처리시스템으로서 정보의 저장, 처리 및 전달을 신경하로량 내의 특정부위들이 분담하는 것이 아니라 신경회로망 전체로 그 기능을 수행한다.
둘째, 인공신경망은 자기 조직화시스템(self-organization system)이다. 즉 인공신경망은 새로운 이미지나 패턴 또는 사례가 주어졌을 경우 이를 기억하기 위해 자동적으로 자신의 내부 상태를 바꾸지만 이용자들의 입장에서 볼 때 인공신경망의 내부상태는 블랙박스(Black box)로 존재한다.
셋째, 인공신경망에서 학습된 지식은 뉴런(neuron)들간의 연결강도(connection strength)에 의해 분산 저장된다. 학습은 인공신경망에 있어 가장 중요하고도 기본적인 요소로서 인공신경망을 이용자가 원하는 상황에 적응하도록 훈련시킬 수 있음을 의미한다.
넷째, 인공신경망은 이용자의 측면에서 볼 때 기존의 컴퓨터처럼 복잡한 프로그래밍 과정을 요구하지 않는다. 이용자는 인공신경망의 구조 및 학습방법을 지정함으로써 간단히 원하는 결과를 얻을 수 있으며 인공신경망 내부의 처리절차도 매우 간단하게 이루어진다.
마지막으로 인공신경망은 패턴의 분류나 패턴 인식에 유용하며, 우리가 부딪치는 많은 문제들은 대부분 패턴 분류문제로 볼 수 있기 때문에 인공신경망의 응용범위가 매우 넓다고 볼 수 있다.

라. 인공신경망의 응용

인공신경망이 기존의 인공지능 및 전통적인 컴퓨터와 다른 점은 전문가 시스템에서는 지식이 명확한 형태의 규칙으로 표현되어야 하지만 인공신경망은 유체를 통해 학습함으로써 자신의 규칙을 스스로 생성한다는 점이다. 인공신경망은 순차처리(sequential processing)에서의 병목현상, 현 인공지능 접근방식의 한계, 규칙 표현과 매처리의 한계 등으로 기존의 접근방식에서는 어려웠던 부분을 표현하는데 좀 더 유용하게 사용되어질 수 있
아래 최근에 많이 사용되고 있는 기법중 하나로 그 사용범위가 넓어지고 있다.
즉, 적절한 자료를 이용하여 독립변수와 종속변수간의 결합관계를 추출하여 폐턴인식, 분류, 예측 등의 기능을 수행하는 인공신경망 모형은 입력변수와 결과변수가 연속성이거나 이산형인 경우 모두를 다룰 수 있고, 입력변수와 결과변수의 관계를 정의하기 어렵고 복잡한 데이터에 대해서도 좋은 결과를 낼 수 있다는 장점 때문에 다양한 산업분야의 다양한 문제에 적용되고 있으며, 또한 기존의 통계적인 기법에 비해 그 예측력이 우수함이 많은 학자들에 의해 증명되고 있다(이건창 등, 1994; Barniv et al., 1997; Bortiz and Kennedy, 1995; Chung and Tam, 1992; Salchenberger et al., 1992; Tam and Kiang, 1992; Fletcher and Goss, 1993; Wilson and Sharda, 1994; Etheridge and Sriram, 1997).

2. 의사결정나무 분석(Decision Tree)

가. 의사결정나무 분석기법 개요

의사결정나무는 의사결정규칙(decision rule)을 도표화하여 관리대상이 되는 집단을 몇 개의 측면으로 분류하거나 예측을 수행하는 분석방법이다. 의사결정나무는 분석과정이 너무구조에 의해서 표현되기 때문에, 분류 또는 예측을 목적으로 하는 다른 방법들, 예를 들어, 신경망(neural network), 판별분석(discriminant analysis), 회귀분석(regression analysis) 등에 비해 연구자가 분석과정을 쉽게 이해하고 설명할 수 있다는 장점을 가지고 있다(최종우 외, 1998).

의사결정나무 분석의 대표적인 알고리즘으로는 CHAID(Kass, 1980), CART(Breiman et al., 1984), C4.5(Quinlan, 1996) 등이 있으며, 이들은 SPSS, SAS 등 많은 소프트웨어 회사들에 의해서 다양한 제품으로 사용되어 있다.

나. 의사결정나무 모형의 구축

의사결정나무는 하나의 나무구조를 이루고 있으며, 마디(node)라고 불리는 구성요소들로 이루어져 있다. 의사결정나무는 뿌리마디로부터 시작하여 각 가지가 끝마디에 이를 때까지 자식마디를 계속적으로 분리, 형성해 나감으로써 완성된다.

(1) 분리기준

분리기준은 하나의 부모마디로부터 자식마디들이 형성될 때, 예측변수의 선택 시 범주의 병합이 이루어지는 기준을 의미한다. 즉, 어떤 예측변수를 이용하여 어떻게 분리하는 것이 목표변수의 분포를 가장 잘 구별해 주는지를 파악하여 자식마디가 형성되는데, 목
표준수의 분포를 잘 구별하는 정도를 순수도(purity) 또는 다른 분리기준에 의해서 측정한다.

(2) 정지규칙
정지규칙은 더 이상의 분리가 일어나지 않고 현재의 마디가 끝마디가 되도록 하는 여러 가지 규칙을 의미한다.

(3) 가지치기
지나치게 많은 마디를 가지는 의사결정나무는 새로운 자료에 적용할 때 예측오차(prediction error)가 매우 클 가능성이 있다. 따라서 형성된 의사결정나무에서 적절하지 않은 마디를 제거하여, 적당한 크기의 부나무(subtree)구조를 가지는 의사결정나무를 최종 적인 예측모형으로 선택하는 것이 바람직하다. CART나 QUEST 또는 C4.5와 같은 알고리즘에서는 가지치기를 의사결정나무의 형성과정에 포함시키기도 하지만, 실제로는 연구자가 적절한 가지치기를 수행해야 하는 것도 필요하다.

(4) 변수의 척도
 의사결정나무를 형성할 때 변수가 가지고 있는 척도(measurement level)에 따라서 자료의 분리 또는 병합에 영향을 받는다. 또한 목표변수나 예측변수들이 어떤 척도를 가지고 있는지에 따라서 사용할 수 있는 분석 알고리즘도 달라진다. 따라서 사용자는 각 변수의 특성을 정확히 파악하여 적절한 척도를 지정해 주어야 한다. 그 종류로는 명목형, 순서형, 연속형 등이 있다.

IV. 실험설계

본 연구에서는 전송한 데이터마이닝 기법인 인공신경망과 의사결정나무 분석을 적용하여 스팸 메일을 분류해 내는 필터링 모형을 구축한다.

1. 포문데이터와 사용변수

모형의 실험을 위하여 4,601개의 이-메일 데이터를 활용하였다. 이 중 60.6%인 2,788개의 케이스는 비스팸(Non-Spam) 메일로, 나머지 39.4%인 1,813개의 케이스는 스팸(Spam) 메일로 구성하였다.
모형구축을 위하여 다음과 같은 과정을 통해 변수를 생성하였다. 우선 스팸 메일 판단에 도움이 될 것으로 보이는 단어들로 57개의 입력변수 후보군을 선정하고, 해당 단어나 문자가 메일의 문장 내에서 발견된 빈도를 축적한 데이터를 통하여 산정하였다. 모형에 사용될 최종 입력변수의 선정을 위하여 사용한 방법론은 통계분석을 통해 방법과 문장에 하여금 선정하게 하는 방법이었다. 출력변수로는 스팸 메일 여부를 나타내는 1개의 변수를 사용하였다.

2. 입력변수의 선정

필터링 모형 구축을 위한 입력변수 선정을 위해 후보변수인 57개의 입력변수들 각각과 종속변수와의 단일변량 t-test를 실시하였다. t-test 결과 p-value 1% 미만인 변수 20개를 1차로 선정한 후 다시 다변량 판별분석을 위한 선택적 변수선정기법(step-wise selection)을 적용하여 최종적으로 9개의 변수를 선정하였다. 통계적 분석을 통해 선정된 변수들에 대한 설명과 특성은 다음의 <표 1>과 같다.

<표 1> 전문가집단 입력변수 선정결과표

<table>
<thead>
<tr>
<th>변수명</th>
<th>변수설명</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>'3d'가 나오는 확률</td>
</tr>
<tr>
<td>E2</td>
<td>'remove'가 나오는 확률</td>
</tr>
<tr>
<td>E3</td>
<td>'addresses'가 나오는 확률</td>
</tr>
<tr>
<td>E4</td>
<td>'000'이 나오는 확률</td>
</tr>
<tr>
<td>E5</td>
<td>'technology'가 나오는 확률</td>
</tr>
<tr>
<td>E6</td>
<td>'meeting'이 나오는 확률</td>
</tr>
<tr>
<td>E7</td>
<td>'re'가 나오는 확률</td>
</tr>
<tr>
<td>E8</td>
<td>'l'가 나오는 확률</td>
</tr>
<tr>
<td>E9</td>
<td>'s'가 나오는 확률</td>
</tr>
</tbody>
</table>

전문가들과의 인터뷰를 통해서도 10개의 변수를 선정하였다. 변수선정에 참여한 전문가 그룹은 4명의 웹 관리자들과 5명의 사내메일 전달자들, 그리고 1명의 스팸 메일 연구자로 구성되었다. 선정된 변수들에 대한 설명과 특성은 다음의 <표 2>와 같다.
<표 2> 통계적 방법으로 선정된 변수

<table>
<thead>
<tr>
<th>변수명</th>
<th>변수설명</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>'make'가 나오는 확률</td>
</tr>
<tr>
<td>X2</td>
<td>'3d'가 나오는 확률</td>
</tr>
<tr>
<td>X3</td>
<td>'order'가 나오는 확률</td>
</tr>
<tr>
<td>X4</td>
<td>'addresses'가 나오는 확률</td>
</tr>
<tr>
<td>X5</td>
<td>'money'가 나오는 확률</td>
</tr>
<tr>
<td>X6</td>
<td>'technology'가 나오는 확률</td>
</tr>
<tr>
<td>X7</td>
<td>'original'이 나오는 확률</td>
</tr>
<tr>
<td>X8</td>
<td>'i'가 나오는 확률</td>
</tr>
<tr>
<td>X9</td>
<td>'S'가 나오는 확률</td>
</tr>
<tr>
<td>X10</td>
<td>대문자길이의 총합</td>
</tr>
</tbody>
</table>

3. 인공신경망 모형 구축

인공신경망 모형은 복합분석에 의한 변수선정방법을 통해 선정된 9개의 입력변수군으로 모형을 구축하였다. 총 4,601개 데이터를 인공신경망의 학습을 위한 학습용 자료(60%, 총 2,761개)와 테스트용 자료(20%, 920개), 검증용(20%, 920개)로 나누어 실험을 실시하였다.

인공신경망에서 학습용 자료는 인공신경망 모형을 학습하는데 사용되고, 테스트용 자료는 모형의 파도한 수렴을 막고 학습종료를 위한 최적의 조건을 갖기 위해 사용되며, 검증용 자료는 학습을 통해 구축된 모델의 검증을 위해서 사용한다. 모형구축에는 인공신경망 모형 구축 전문 툴(tool)인 NeuroShell 2(release 4.0)을 이용하였다.

본 연구에서 사용한 인공신경망 모형은 다층 퍼셉트론(multi-layer perceptron)과 역전파 학습(back-propagation) 알고리즘으로 입력계층과 출력계층, 그리고 하나의 은닉계층을 가진 3층 퍼셉트론(three layer perceptron)을 사용하였으며, 은닉층의 노드(node)수는 입력변수와 동수를 사용하였다. 본 연구에서 사용한 모형의 출력층은 1개의 노드로 구성되어 스냅(1), 논스냅(0)을 나타내며, 모형의 출력값은 [0,1]의 범위에 존재한다.

4. 의사결정나무 분석 모형 구축

의사결정나무 분석 모형에서도 총 4,601개의 데이터를 모형구축용 자료(80%, 총 3,681개)와 검증용(20%, 920개)로 나누어 실험을 실시하였다. 모형구축을 위하여 사용한 툴(tool)은 Clementine 5.2.1으로, 의사결정나무분석 방법은 C.5 방법을 사용하였다. C.5는 1986년 Quinlan에 의해서 개발된 것으로 CART와 유사하나 CART와 달리 다지분리가 가능한 알고리즘이다(김지현, 1999).
V. 실험결과 및 분석

1. 인공신경망 모형의 결과

복합 변수선정방법을 통해 선정된 9개의 입력변수군(A)과 전문가에 의해 선정된 10개의 변수군(B)에 의해 각각의 인공신경망 모형을 구축하였다.

총 4,601개 데이터를 인공신경망의 학습을 위한 학습용 자료(600, 총 2,761개)와 테스트용 자료(200, 920개), 검증용(200, 920개)로 나누어 실험을 실시하였다. 온쪽의 노드 수는 입력층의 노드 수와 동수(set1), 입력노드 수의 2배수(set2), 입력노드 수의 반수(set3)로 세 가지 조건에서 다르게 실시하였다.

실험결과에 의하면 동일한 자료 내에서 온쪽의 노드 수만 다르게 한 결과 학습용, 테스트용, 검증용 데이터에서 극소한 차이를 보였으나 입력변수 A군의 경우에는 온쪽노드수를 2배로 한 경우가 적중률이 가장 높았고, 입력변수 B군의 경우에는 온쪽 노드수를 입력노드 수의 반수로 한 경우가 적중률이 가장 높았다. 또한 전문가가 선정한 입력변수로 실험한 결과보다는 복합적 통계방법에 의해 선정된 입력변수가 더 높은 적중률을 보였다 (<표 3> 참조).

<표 3> 인공신경망 모형별 적중률

<table>
<thead>
<tr>
<th></th>
<th>Set1</th>
<th>Set2</th>
<th>Set3</th>
<th>Set1</th>
<th>Set2</th>
<th>Set3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A군</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>혼련용</td>
<td>85.95 %</td>
<td>87.86 %</td>
<td>87.64 %</td>
<td>83.39 %</td>
<td>82.40 %</td>
<td>84.25 %</td>
</tr>
<tr>
<td>테스트용</td>
<td>86.87 %</td>
<td>87.39 %</td>
<td>87.39 %</td>
<td>81.10 %</td>
<td>80.21 %</td>
<td>84.28 %</td>
</tr>
<tr>
<td>검증용</td>
<td>86.93 %</td>
<td>88.31 %</td>
<td>85.36 %</td>
<td>82.27 %</td>
<td>82.80 %</td>
<td>84.43 %</td>
</tr>
<tr>
<td>B군</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. 의사결정나무분석 모형의 결과

통계적으로 선정된 9개의 입력변수(A)로 실험한 결과 90.31%의 적중률이 나왔고, 전문가집단이 선정한 10개의 입력변수(B)로 실험한 결과 86.38%의 적중률이 나왔다. 변수군(A)을 이용하여 도출된 규칙의 예는 다음과 같다(<표 4> 참조).
<표 4> 의사결정나무분석 결과(rules)

<table>
<thead>
<tr>
<th>Rules for 0:</th>
<th>Rules for 1:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule #1 for 0:</td>
<td>Rule #1 for 1:</td>
</tr>
<tr>
<td>if X2 &lt;= 0</td>
<td>if X2 &lt;= 0</td>
</tr>
<tr>
<td>and X9 &lt;= 0.055</td>
<td>and X9 &gt; 0.007</td>
</tr>
<tr>
<td>and X4 &lt;= 0.25</td>
<td>and X9 &lt;= 0.055</td>
</tr>
<tr>
<td>and X8 &lt;= 0.092</td>
<td>and X4 &lt;= 0.25</td>
</tr>
<tr>
<td>then -&gt; 0</td>
<td>and X8 &gt; 0.092</td>
</tr>
<tr>
<td></td>
<td>and X8 &lt;= 0.378</td>
</tr>
<tr>
<td>Rule #2 for 0:</td>
<td>Rule #2 for 1:</td>
</tr>
<tr>
<td>if X2 &lt;= 0</td>
<td>if X2 &lt;= 0</td>
</tr>
<tr>
<td>and X9 &lt;= 0.007</td>
<td>and X9 &lt;= 0.055</td>
</tr>
<tr>
<td>and X4 &lt;= 0.25</td>
<td>and X4 &lt;= 0.25</td>
</tr>
<tr>
<td>and X8 &gt; 0.092</td>
<td>and X8 &gt; 0.378</td>
</tr>
<tr>
<td>and X8 &lt;= 0.378</td>
<td>and X8 &lt;= 0.775</td>
</tr>
<tr>
<td>then -&gt; 0</td>
<td>and X7 &lt;= 0.58</td>
</tr>
<tr>
<td></td>
<td>and X3 &gt; 0.07</td>
</tr>
<tr>
<td>Rule #3 for 0:</td>
<td>Rule #3 for 1:</td>
</tr>
<tr>
<td>if X2 &lt;= 0</td>
<td>if X2 &lt;= 0</td>
</tr>
<tr>
<td>and X9 &lt;= 0.055</td>
<td>and X9 &lt;= 0.055</td>
</tr>
<tr>
<td>and X4 &lt;= 0.25</td>
<td>and X4 &lt;= 0.25</td>
</tr>
<tr>
<td>and X8 &lt;= 0.378</td>
<td>and X8 &gt; 0.775</td>
</tr>
<tr>
<td>and X8 &lt;= 0.775</td>
<td>and X7 &lt;= 0.58</td>
</tr>
<tr>
<td>then -&gt; 0</td>
<td>then -&gt; 1</td>
</tr>
<tr>
<td>Rule #4 for 0:</td>
<td>Rule #4 for 1:</td>
</tr>
<tr>
<td>if X2 &lt;= 0</td>
<td>if X2 &lt;= 0</td>
</tr>
<tr>
<td>and X9 &lt;= 0.055</td>
<td>and X9 &lt;= 0.055</td>
</tr>
<tr>
<td>and X4 &lt;= 0.25</td>
<td>and X4 &lt;= 0.25</td>
</tr>
<tr>
<td>and X8 &gt; 0.378</td>
<td>and X8 &gt; 0.792</td>
</tr>
<tr>
<td>and X8 &lt;= 0.792</td>
<td>and X8 &lt;= 4.347</td>
</tr>
<tr>
<td>and X7 &gt; 0.58</td>
<td>and X7 &gt; 0.58</td>
</tr>
<tr>
<td>then -&gt; 0</td>
<td>and X7 &lt;= 2.77</td>
</tr>
<tr>
<td></td>
<td>and X6 &lt;= 0.89</td>
</tr>
<tr>
<td></td>
<td>then -&gt; 1</td>
</tr>
</tbody>
</table>

3. 기법간 결과 비교 분석

인공신경망과 의사결정나무 기법을 통해 구축된 모형의 성과를 비교해 보면, 인공신경망이 평균 84.94%, 의사결정나무가 평균 88.34%로 의사결정나무가 보다 높은 예측력을 보였다. 알고리즘 특성을 살펴보면 인공신경망은 결과 도출 과정을 해석하는 것이 매우 어려우므로 스 있게 메일을 분류하는 데 확실한 모형 설정과 유용한 변수들의 적절한 제시를 위해서는 분 석과정과 결과에 대한 설명력이 뛰어난 의사결정나무분석이 보다 효율적이다.

일반적으로 현실세계에서는 비즈니스 영역별로, 예측하고자하는 목적이 따라 추출하고자 하는 지식의 유형이 다양하고 이에 따라 지식을 추출하는 방법도 다양하게 적용될 수
있다. 각각의 목적과 문제 해결에 적합한 데이터마이닝 기법을 사용하는 것이 유용할 것이다.

VI. 결론

최근 스팸 메일로 인한 피해로 말미암아 스팸 메일을 차단하고자 하는 많은 노력들이 경추되어 왔다. 기존의 스팸 메일 방지 솔루션은 이 메일주소나 IP주소를 입력하여 스팸을 차단하거나, 필터링을 통해 하는 형태로 되어있다. 그러나 수많은 이 메일 계정을 가진 스팸 메일주소나 IP주소보다는 유동적인 가상 IP를 많이 사용하는 현실에서는 최적의 대응이 어려운 실정이다(http://www.sendmail.com).

본 연구에서는 데이터마이닝 기법을 이용하여 스팸 필터링 모형을 구축하였다. 본 연구는 유용한 기법들인 인공신경망과 의사결정나무분석의 기법을 적용해 본 결과, 인공신경망이 평균 84.94%, 의사결정나무가 평균 88.34%로 둘 다 우수한 예측력을 보여 주었다. 특히 의사결정분석은 얻어진 결과에 대한 계층구조를 보여줌으로써 결과에 대한 설명력에 있어서 우수하였다.

그러나 본 연구는 다음과 같은 한계를 지닌다. 첫째, 본 연구에서 사용된 데이터가 영문 이 메일 데이터라는 점으로, 후후 국문 메일에도 적용 가능한 모형의 구축이 필요하다라고 본다. 둘째, 본 연구에서 제시된 모형의 적중률이 100%가 아닌 이상, 모형 적용 시 중요한 메일을 스팸으로 오인할 가능성이 존재한다는 점이다. 스팸 필터링 모형과 같이 1종 오류 와 2종 오류로 인한 비용이 크게 상이한 경우, 스팸 분류 지점의 조정을 통하여 오분류 비용(mis-classification cost)을 최소화 시켜야 한다. 이 문제는 본 모형을 적용하는 조직 특성과 오분류 비용 최소화를 위한 최적화와 관련된 연구를 통하여 해결해야 할 것이다.
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Due to the proliferation of unsolicited bulk e-mail, commonly referred to as "spam," ISPs have been deluged with complaints. This paper proposes the data mining approaches such as artificial neural networks and decision trees to build a spam mail classification model. Our preliminary results show that this approach is promising.
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